
Spectrum of Engineering Sciences
Online ISSN

3007-3138

Print ISSN
3007-312X

118

Vol. 3 No. 1 (2025)

An Enhanced Mechanism for Advanced Persistent
Threat (APT) Detection based on DeepLearning

Najaf Saeed1

Department of Software Engineering Faculty of Computer Science
& IT Superior, University Lahore, 54000, Pakistan

nnjfali44@gmail.com
Muqaddas Yaqub2

Department of Software Engineering Faculty of Computer Science
& IT Superior, University Lahore, 54000, Pakistan

muqaddasyaqub67@gmail.com
Ali Haider3

DELL SecureWorks. digitaleyeali@yahoo.com
Saman Safdar4

Computer Science Department, COMSATS University
Islamabad, Lahore Campus. samansafdar@ciitlahore.edu.pk

Hamayun Khan5

Department of Computer Science, Faculty of Computer Science &
IT Superior, University Lahore, 54000, Pakistan

hamayun.khan@superior.edu.pk

Abstract
In recent years, Advanced Persistent Threat (APT) attacks on
network systems have increased through sophisticated fraud
tactics. Traditional Intrusion Detection Systems (IDSs) suffer from
low detection accuracy, high false-positive rates, and difficulty
identifying unknown attacks such as remote-to-local (R2L) and
user-to-root (U2R) attacks. APTs are a big challenge for modern
cybersecurity. They are stealthy, persistent, and always evolving.
This study reviews the best methods for APT detection and
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mitigation. It focuses on machine learning (ML), deep learning (DL),
and Explainable AI (XAI). It also covers proactive strategies like
Data Backup and Recovery (DBAR). ML and DL methods show high
accuracy and adaptability. However, they struggle with evolving
threats, dataset biases, and high computational demands. XAI
boosts model interpretability, building trust in AI systems. DBAR
ensures strong recovery but has strict infrastructure needs. The
findings stress the need for dynamic datasets and scalable
solutions. They also call for hybrid frameworks that integrate
detection, explainability, and mitigation. Fixing these gaps will
enable strong, adaptable cybersecurity. It can then combat the rise
of APTs. This paper also suggests future research directions to
combat evolving threats, paving the way for more effective and
reliable cybersecurity solutions. Overall, this paper emphasizes the
importance of explainability in enhancing the performance and
trustworthiness of cybersecurity systems.
Keywords: Advanced Persistent Threats, Machine Learning, Deep
Learning, Explainable AI, Cybersecurity
Introduction
Introduced Advanced Persistent Threats (APTs) are a type of
stealthy, long-term cyberattack. They aim to infiltrate targeted
networks. APTs differ from conventional attacks. Those aim to
disrupt with speed. APTs focus on extracting sensitive data or
sabotaging operations over time. These attacks, linked to rich foes
like nation-states and cybercriminals, challenge modern
cybersecurity [1]. APTs use advanced tactics, techniques, and
procedures (TTPs) to evade traditional security measures. These
include zero-day exploits, spear phishing, lateral movements, and
advanced evasion techniques. Their ability to blend with real traffic
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makes them hard to detect by static intrusion detection systems
(IDS) and firewalls. Undetected APTs can cause data breaches and
financial loss. They can damage reputations and threaten national
security. So, we must develop smart, dynamic detection systems [2,
3]

Proposed Machine learning (ML) and deep learning (DL)
based techniques are widely used tools for APT detection. They
help tackle their complexities. ML models, like decision trees and
Bayesian networks, excel at finding anomalies in network traffic.
However, DL models have outperformed traditional ML techniques,
especially in complex cases [4, 5].

Figure 1. Architecture of APT Detection Systems [6]
They did this by using advanced feature extraction and multi-
layered architectures. For instance, DL-based autoencoders are very
accurate. They detect APTs in dynamic environments, like cloud
systems [7, 8]. Deep reinforcement learning (DRL) boosts APT
detection. It attributes malware to specific threat groups. DRL
models analyze behavioral data to improve detection accuracy.
They show great promise in handling evolving malware patterns
but a key challenge of DL models is their lack of interpretability.
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This is often called the "black box" problem. This limits trust in AI-
driven decisions, especially in high-stakes environments [9-12].
Explainable AI (XAI) addresses this gap by improving model
transparency. Techniques like SHAP and LIME show how features
affect detection results. Integrating XAI lets cybersecurity experts
understand and improve AI models. This will build trust and
collaboration between human analysts and AI. In cybersecurity,
explainability is critical. We need actionable insights for a quick
response to new threats. The proposed architecture integrates ML,
DL, XAI, and DBAR components [13- 16]. In addition to detection,
mitigation strategies play a crucial role in APT defense. DBAR
mechanisms offer a way to reduce the impact of APTs. They do this
by backing up data and recovering it. DBAR automates restoring
compromised systems to their pre-attack states. It ensures business
continuity and cuts downtime and recovery costs [18, 19].

Figure 2: Modern Architectures used for APT Detection [20]
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This review consolidates findings from six key studies. They explore
ML, DL, XAI, and advanced frameworks for APT detection and
defense. This research aims to provide a full understanding of APT
detection technologies. It will highlight their strengths, limits, and
uses. It will also inform future research. This paper stresses the
need for better detection technology. It also calls for proactive
strategies to combat rising cybersecurity threats [21, 23].
Literature Review
APTs are a major threat to modern cybersecurity. They are very
sophisticated and stealthy. To address these challenges, researchers
have explored various methods. They incorporate machine learning
(ML), deep learning (DL), and Explainable AI (XAI). This section
reviews the key contributions of these technologies. It focuses on
their applications, strengths, and limits in APT detection and
mitigation [25, 26]. Introduced Machine learning (ML) and deep
learning (DL) based techniques like decision trees and Bayesian
networks excel at spotting known threats. They offer high accuracy
and work in real-time. However, their reliance on labeled datasets
limits them and this makes them less effective for identifying novel
attacks [27, 28]. DL methods, like autoencoders and reinforcement
learning, address this gap. They analyze complex and evolving
attack patterns. Autoencoders, for example, excel at feature
extraction and reducing dimensions. They detect APTs with high
accuracy in dynamic cloud environments. Deep reinforcement
learning (DRL) can adapt to evolving malware. It can also link
malware to specific APT groups. These approaches are powerful
but their high computational demands and reliance on large
datasets pose challenges [29, 30]. Explainable AI (XAI) improves the
interpretability of ML and DL models. It addresses the "black box"
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problem. Techniques like SHAP and LIME show feature importance.
They help analysts trust AI decisions. This transparency is crucial in
high-stakes scenarios where actionable insights are essential.
However, XAI frameworks often increase system complexity and
costs. This makes deployment in resource-constrained
environments challenging [31].

Figure 3: APT lifecycle [32]
Proactive measures, like DBAR, reduce the impact of successful
APTs. They do this by complementing detection mechanisms.
DBAR automates the recovery process, restoring systems to pre-
attack states and eliminating backdoors. Proposed DBAR strategies.
They used SDN for better recovery and lower costs. These
strategies are effective. But, they need advanced infrastructure. This
limits their use in legacy systems [33]. A unified framework that
combines ML, DL, XAI, and DBAR gives a complete approach to
APT defense. Such frameworks combine the strengths of individual
methods. They ensure robust detection, interpretability, and
recovery. We must solve compatibility issues and trade-offs to
integrate [34].
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Table 1: Comparative Analysis on XAI based APT detection [35]
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Figure 3: Widely Used Data Collection mechanism for APT
Detection [36]

Table 2: Comparison of approaches [37]

Approach Strengths Limitations Ref

Machine Learning
High accuracy, real-
time detection

Dataset biases [38]

Deep
Reinforcement
Learning

Adaptability to
evolving threats

High computational
demands

[38]

Explainable AI
Improved trust and
interpretability

Complexity in
implementation

[39]

DBAR Mechanism
Automated recovery,
cost-effectiveness

Requires SDN
integration

[40]
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Approach Strengths Limitations Ref
API Security
Framework

Minimized false
negatives, scalability

Dataset quality
issues

[41]

Auto encoder
Models

High accuracy, feature
extraction

Limited real-time
adaptability

[42]

Figure 4: Contributions of ML, DL, and XAI in APT Defense [42]
Figure 4 summarizes the contributions of ML, DL, and XAI in
addressing APT detection. It shows their strengths, overlaps, and
potential to build strong cybersecurity systems.
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Table 3: Comparison of Approaches [43]

Method & Materials
This study uses a systematic literature review (SLR). It reviews the
latest deep learning methods. They detect and reduce Advanced
Persistent Threats (APTs). The SLR framework ensures a complete
and unbiased review of relevant studies. It focuses on key
advancements, methods, and challenges in this field. The following
research questions (RQs) guide this review:
 RQ1: What are the main machine learning and deep learning
techniques for APT detection?
 RQ2: How do XAI methods improve the trust and
understanding of APT detection models?
 RQ3: What proactive strategies exist for mitigating APT
impacts, like DBAR?
 RQ4: What are the limits of current methods? How can future
research address them?
We used various search phrases and keywords to avoid bias and
ensure coverage. Researchers used Boolean operators, such as
AND, OR, and NOT, to improve the search for studies. The search
terms used included combinations such as:
 “Advanced Persistent Threat” AND
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 “Deep Learning” OR
 “Explainable AI” AND
 “Machine Learning” OR
 “Data Backup and Recovery” AND
 “Cybersecurity”
The search strategy involved querying several academic databases.
These were IEEE Xplore, SpringerLink, ACM Digital Library, and
ScienceDirect. This approach ensured that researchers considered a
wide range of studies.

Figure 5: APT attack detection model using deep learning
Inclusion and Exclusion Criteria
To identify the most relevant studies, the following criteria were
applied:
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Inclusion Criteria
 Studies published in peer-reviewed journals or conferences.
 Research focusing on APT detection and mitigation using ML,

DL, or XAI.
 Papers published between 2020 and 2024 to ensure the

inclusion of recent advancements.
 Availability of full-text articles in English.
Exclusion Criteria
 Studies without a clear focus on APT detection or mitigation.
 Duplicate publications across databases.
 Non-English articles or those without accessible full text.

We assessed each selected study's quality using a set of
criteria. This included the research design, the results' validity, and
the findings' relevance. We included studies that met these criteria
in the final synthesis. This ensured the systematic review's reliability
and validity. This section answers the study's research questions. It
analyses key methods for detecting and mitigating Advanced
Persistent Threats (APTs). It discusses their strengths and
weaknesses.
RQ1: What are the main machine learning and deep learning
techniques for APT detection?
Modern APT detection systems rely on ML and DL techniques. ML
models, like decision trees and Bayesian networks, are popular for
detecting network traffic anomalies. They are efficient and scalable.
For instance, reported high accuracy using these models in real-
time network intrusion detection scenarios. Their reliance on
labeled datasets limits their effectiveness against zero-day threats.
They cannot generalize to new attack patterns.
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Deep learning models, like autoencoders and reinforcement
learning frameworks, overcome these limits. They use neural
networks to analyze complex, evolving attack behaviors. Showed
that autoencoders can reduce data dimensionality and extract
features in cloud environments. They achieved a 98.32% detection
accuracy. Deep reinforcement learning to attribute malware to
specific APT groups. It showed adaptability to evolving attack
patterns. These advanced techniques, however, require significant
computational resources and extensive training datasets.
RQ2: How do XAI methods improve the trust and
understanding of APT detection models?
Deep learning models are accurate. But their "black-box" nature
limits their acceptance among cybersecurity experts. Explainable AI
(XAI) addresses this limitation by making model decisions
interpretable and transparent. Techniques such as SHAP and LIME.
This helps analysts trust and improve AI-driven detections. XAI
bridges the gap between automated systems and human analysts.
It ensures that AI-generated alerts are actionable and credible. This
interpretability is vital in high-stakes settings. Clear reasoning is key
to timely decisions. However, integrating XAI increases the
complexity of system design and deployment.
RQ3: What proactive strategies exist for mitigating APT
impacts, like DBAR?
Detection alone is insufficient for handling APTs; robust mitigation
strategies are also essential. Data Backup and Recovery (DBAR)
mechanisms, proposed by [38] provide a proactive defense by
automating system recovery processes. DBAR restores hacked
systems to their pre-attack state. It removes backdoors and cuts
downtime. This approach works well in software-defined
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networking (SDN) environments. Central management can
optimize recovery operations to cut costs. DBAR's reliance on SDN
integration may limit its use in legacy networks, despite its benefits.

Figure 6: Comparison of approaches in APT detection [39]
Together, these methodologies underscore the need for a multi-
layered defense strategy that combines detection, interpretability,
and recovery to address the evolving landscape of APTs effectively.
RQ4: What are the limits of current methods? How can future
research address them?
While ML and DL techniques excel in accuracy and adaptability,
several challenges remain. ML models often suffer from dataset
biases and struggle with zero-day threats. DL models can handle
evolving attack patterns. However they need vast resources and
large datasets for training. Additionally, the real-time adaptability
of autoencoder models in dynamic environments remains a



Spectrum of Engineering Sciences
Online ISSN

3007-3138

Print ISSN
3007-312X

132

Vol. 3 No. 1 (2025)

limitation. Explainable AI improves interpretability. But it adds
complexity to system design. This makes it hard to deploy in
resource-constrained settings. Proactive strategies like DBAR are
effective. But they need advanced networks, like SDN. Not all
organizations can access them. Also, API security frameworks
struggle with dataset quality and real-time use which limits their
scalability. The comparative analysis highlights the diversity and
complementarity of the reviewed approaches. Machine learning
techniques are effective for real-time detection of known threats
but are limited in handling novel attacks. Deep reinforcement
learning and autoencoders provide adaptability and accuracy for
complex threat detection but at the cost of computational
efficiency. Explainable AI enhances decision-making by improving
trust and transparency, while DBAR mechanisms ensure robust
post-attack recovery. API frameworks and ML models are highly
scalable but require improved datasets and real-time
implementation capabilities.
Research Gaps
Current APT detection and mitigation methods have strengths in
some areas. However, issues with adaptability, dataset quality, and
efficiency limit them. They also lack interpretability, scalability, and
integration. Addressing these gaps requires:
Developing real-time adaptive models that are capable of handling
evolving threats.
 Creating dynamic and representative datasets for training

robust models.
 Enhancing XAI frameworks to balance interpretability with

scalability.
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 Adapting proactive strategies like DBAR for broader
applicability.

 Integrating detection, explainability, and mitigation into unified
frameworks.

 Optimizing computational efficiency for resource-constrained
environments.

Bridging these gaps will enable better, more resilient cybersecurity.
It will help combat evolving APTs with greater effectiveness. The
findings stress the need to combine ML, DL, XAI, and proactive
methods. This will improve APT detection and mitigation. ML excels
at the real-time detection of known threats. DL adapts to new
attacks. But limitations remain. They include dataset biases, high
computing demands, and poor scalability. XAI improves AI system
trust by making them easier to understand. However its complex
implementation limits scalability. Proactive measures like DBAR can
recover data well. But they need an SDN infrastructure. Fixing these
gaps can result in significant improvements to cybersecurity. Use
dynamic datasets, adaptive models, lightweight XAI, and scalable
DBAR. Future research should focus on hybrid frameworks and
federated learning for adaptability. It should also seek resource-
efficient, accessible solutions for SMEs. We must collaborate with
the industry to develop datasets and technologies. This is key to
advancing the fight against APTs.
Limitations and Future Directions
Despite significant advancements, current methodologies for APT
detection and mitigation face several limitations:
Dataset Constraints: Most models use static or simulated datasets.
They do not reflect the dynamic nature of real-world attacks.
High Computational Demands: Deep learning models are
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effective. But, they need vast computing power and large datasets.
This makes them impractical for smaller organizations.
Complexity of Explainable AI: Adding XAI makes detection
systems more complex. It may reduce their scalability.
Limited Scalability of Proactive Measures: Strategies like DBAR
rely on advanced tech, such as SDN. This limits their use in legacy
systems and low-resource environments.
Future Directions
To address these limitations, future research should focus on:
Dynamic and Representative Datasets: Developing real-time,
large-scale datasets that capture diverse attack scenarios.
Collaborative efforts between academia and industry can enhance
dataset quality and availability.
Adaptive Models: Create models that can adapt to changing
attack patterns. They should not need frequent retraining. We
should explore techniques like federated learning and self-learning
frameworks.
Simplified XAI Frameworks: Build lightweight, scalable XAI
models. They must balance interpretability with efficiency.
Scalable Proactive Strategies: Expand DBAR mechanisms to work
with non-SDN infrastructures. This will make them accessible to
SMEs and legacy networks.
Hybrid Defense Systems: They integrate detection, explainability,
and recovery into a unified framework. This provides a complete
defense against APTs.
Resource Optimization: Developing low-computation models to
enable effective deployment in resource-constrained environments.
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Future work can improve APT detection and mitigation systems. It
should boost their resilience and scalability to meet changing
cybersecurity demands.
Conclusion
This study highlights the critical role of integrating machine
learning, deep learning, Explainable AI, and proactive strategies in
addressing the challenges posed by APTs. ML and DL models excel
in accuracy and adaptability but are hindered by dataset biases,
high computational demands, and real-time adaptability
constraints. XAI bridges the gap between performance and
interpretability, while DBAR mechanisms complement detection
systems by ensuring post-attack recovery. The research
underscores the need for dynamic, real-time datasets and hybrid
defense frameworks that unify detection, explainability, and
mitigation strategies. Future efforts should focus on developing
resource-efficient models, scalable proactive measures, and
adaptive learning techniques to address evolving threats effectively.
Collaboration between academia, industry, and government
agencies will be essential to create robust, scalable, and real-world
applicable solutions. These advancements are critical for
safeguarding critical infrastructure and sensitive data against the
growing complexity of APTs.
Funding Statement: The authors received no specific funding for
this study.
Conflicts of Interest: The authors declare that they have no
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