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Abstract
One of the well-known and intricate issues in clinical neuro-imaging lies in
interpreting the results of a brain tumor diagnosis. The manual process of
diagnosing a patient has benefited greatly from the evolution of machine
learning (ML) technologies as they can now help with faster and more
accurate results, boosting the chances of more effective treatment of
patients. The main focus of this research is to analyze and compare the
performance of deep learning models such as Convolutional Neural
Networks (CNN) and other classical ML methods, like Support Vector
Machines (SVM), Random Forests (RF), and Logistic Regression (LR), in
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identifying and synthesizing the types of brain tumors from MRI scans. The
BRASTS202X dataset selected for the research includes sets of MRI images
with different types of annotated tumors. Also, preprocessing steps such as
skull stripping, intensity normalization, and motion correction were applied
to the dataset. The conventional ML models were provided with raw images
from which they had to learn features directly. The handcrafted features
included the shape and texture of the tumor. Evaluation of the findings
showed that most of the metrics: accuracy, sensitivity, specificity, F1, and
AUC were higher when using deep learning models. In addition, the
implementation of data augmentation strategies improved the
performance of deep learning models, particularly in low data
environments. Our findings support the hypothesis that the potential for
brain tumor diagnosis using deep learning approaches is far greater than
traditional ML techniques, provided it is combined with appropriate training
and data augmentation. However, these novel techniques require cautious
accounts of the data volume and computational resources for effective
clinical use.
Keywords: Brain Tumor Diagnosis, Machine Learning, Deep Learning,
Convolutional Neural Networks, MRI, Classification, Segmentation, Data
Augmentation, Support Vector Machine, Random Forest, Model Evaluation
Introduction
The most advanced challenge in modern medicine is the brain tumors
because of complexity in type and biological character and differences in
malignacy. Timely identification and correct categorization of brain tumors
influence markedly in the treatment steps undertook, survival rates and
quality of life. MRI is the most common modality used in neuroimaging, as
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it produces detailed images of the brain which is one of the most basic
regions where tumors are encountered. However, the interpretation of
these images is prone to being laborious, inaccurate, and affected by
variability among different readers. As a result, there is a growing interest in
the automated detection of brain tumors using machine learning (ML)
algorithms in order to assist medical specialists to be more accurate and
timely.

Both traditional and deep learning forms of Machine Learning exhibit
exceptional advancements in the automation of brain tumor detection and
classification. Classical ML algorithms like Support Vector Machines,
Random Forests, and even Logistic regression have been implemented to
analyze handcrafted features created using MRI images. These features
often include the shape, texture, and intensity of the tumor, which are
important in determining the presence of a tumor in the brain [1][2].
Nevertheless, these models are only as good as the manually engineered
features, which are likely to be biased and inaccurate [3].

Recently, deep learning techniques, especially Convolutional Neural
Networks, have made considerable changes in the approach for analyzing
medical images. Unlike traditional methods, CNNs can learn distinguishing
hierarchical features on their own, using unprocessed images without
having to depend on manual feature extraction. This has resulted in a
drastic increase of accuracy in brain tumor detection, which enables CNNs
to surpass traditional ML models in many studies [4][5]. Furthermore, the
effectiveness of deep learning in capturing multi-scale and high-level
features like tumor heterogeneity and subtle boundaries, makes the model
perfect for segmentation and classification tasks [6].
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Some of the persisting challenges concerning the application of deep
learning models rest on the abundance of large annotated datasets
necessary for training. This is further exacerbated by the lack of sufficient
computational power to train models or perform inferences on them.
Traditional ML models, on the other hand, do not require as much
computation and are still useful in low or moderate resource environments,
however, they cannot compete with modern ML models [7]. Additionally,
traditional ML models can be relied upon in clinical settings due to their
higher explainability.

In this paper, we conduct an evaluation and more notably, a novel
comparison of deep learning computer vision methods against traditional
machine learning methods in diagnosing brain tumors with MRIs. This
evaluation attempts to measure and compare the various classification
performance metrics, including accuracy, sensitivity, specificity, and the
ability to segment tumors from the applicable open-source MRI dataset. In
the case of varied results obtained using different models, we would like to
shed light on the level of complexity versus the level of precision,
computation, and diagnosis accuracy needed. This study aims at finding the
ideal machine learning model that can be readily available to clinicians
while diagnosing and treating patients suffering from brain tumors.
Literature Review
In recent years, the use of machine learning (ML) for diagnostic tools,
particularly in neuroimaging, has been on the rise. The current need for
sophisticated and accurate diagnostic tools has made it imperative for us to
pay attention to ML. The recent developments in deep learning (DL) have
changed the scope of the field by providing more advanced solutions than
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traditional machine learning algorithms for brain tumor identification,
classification, and segmentation. A number of publications and academic
literature have tackled the implementation of ML and DL techniques for this
particular field, emphasizing the need for accuracy and minimal resources
for computation.

The traditional techniques of segmentation and classification of brain
tumors utilized machine learning methods. For example, SVM and RF or
even KNN were commonplace for the classifying of tumors which depend
on shape, texture, and intensity features extracted from the MRI. Their
using these approaches succeeded to some extent, but there always
remained a need for manually identifying specific features which resulted in
bias, was not generalizable and acted as a constraint in their performances
[11][12]. Handcrafted features can solely rely on geometrical shapes and
textural patterns, which depend on differing domain knowledge of experts
which will not be consistent across datasets.

The evolution of deep learning algorithms has made Convolutional
Neural Networks (CNNs) very popular because of their ability to learn
features in multiple dimensions and hierarchically structure them using
information extracted from the data. Research has shown that feature
extraction through automation and complex pattern recognition in MRI
scans can be done by CNNs better than more traditional approaches. CNNs
have been used with both 2D and 3D imaging techniques, where 3D-CNNs
are particularly suited for volume imaging tasks like segmentation [13][14].
As a result of the unique architecture of CNNs, these algorithms are
capable of ingesting raw MRI data absent of any prior feature engineering,
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resulting in an enhanced ability to detect patterns that tend to be more
complex, particularly in complicated tumor cases.

Other deep learning models like Recurrent Neural Networks (RNNs)
or Fully Convolutional Networks (FCNs) have been researched for brain
tumor diagnosis in conjunction with CNNs. Such models can process both
spatial and temporal dimensions, which are useful for active tracking of
tumors as well as detecting the shy tumor edges that many traditional
approaches fail to visualize [15]. Moreover, pre-training and fine-tuning
have been applied successfully to overcome the challenge of scarce
annotated data, where models trained on big datasets do transfer learning
to smaller specialized datasets to boost performance without thorough
data collection efforts [16].

In addition, there have been attempts to hybridize deep learning with
conventional machine learning approaches. These models capitalize on the
strengths of both paradigms by employing machine learning for feature
extraction and deep learning for representation of complex features. This
approach leads to increased accuracy and robustness on classification and
segmentation of brain tumors [17][18]. To enhance the generalization
ability of deep learning models, especially when data is scarce,
augmentation methods such as rotation, flipping, and elastic deformation
have been employed to increase the size of the training datasets artificially
[19][20].

Below you will find a comparative table summarizing the strengths
and limitations of key machine learning techniques in aiding brain tumor
diagnosis:
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Model Strengths Limitations

Support Vector
Machines

Well-suited for small
datasets, high

interpretability, effective
with handcrafted features

Sensitive to feature quality,
limited scalability, requires

extensive feature
engineering

Random Forests
Robust to noise, handles
complex features, less
prone to overfitting

Difficult to interpret,
computationally intensive

for large datasets

Convolutional
Neural Networks

(CNNs)

Automatically learns
features, excellent

performance on large
datasets, high accuracy

Requires large amounts of
annotated data,

computationally expensive,
less interpretable

Fully
Convolutional
Networks (FCNs)

Ideal for pixel-wise
classification, excellent
for segmentation tasks

Computationally expensive,
requires significant tuning

and large datasets

Recurrent Neural
Networks (RNNs)

Effective for sequential
data, good for dynamic

tumor tracking

High computational cost,
more complex architecture,
requires specialized data

Hybrid
Approaches

Combines strengths of
ML and DL, improves
accuracy, reduces

overfitting

More complex to
implement, requires

expertise in both domains,
computationally
demanding

Deep learning has improved the accuracy of and segmentation of tumors,
but challenges still exist. To begin with, the abundance of both annotated
datasets and computational power required for most deep learning models
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is a real challenge. Moreover, the acceptability of deep learning models in
clinical practice raises the concern of whether these systems can be
explained or are self-explanatory. Some papers have indeed stressed the
need for hybrid models which combine the complexities of deep learning
with the straightforwardness of traditional machine learning methods [21].
Also, addition of multimodal imaging data such as functional MRI and PET
scan data is proving to be a new direction that needs further investigation
to enhance diagnostic accuracy and aid in clinical decision making [22].

These changes in data science suggest that the use of predictive
analytics for health care, even for the diagnosis and treatment of brain
tumors holds more promise with the use of CNN’s deep learning models,
which are able to perform better in the real world [21]. Foremost among AI
powered solutions is load forecasting and optimization, which a new smart
system where AIs makes more accurate predictions illustrates, where the
same concept applies in the medical field where prediction models can be
used to classify tumors as benign or malignant [22]. Also, useful insights
from the scalable data lakes in IoT data management systems assists in
dealing with huge datasets in medical images where an infrastructure of
sorts could significantly improve the deep learning models of brain tumor
classification [23]. AI’s push into business intelligence and its benefits of
improved decision making and governance is one which can be adopted in
healthcare for improved decision making and treatment of brain tumors
through accurate and personalized diagnosis and treatment plans [24].

Using AI to analyze water quality data reveals that deep learning
models can extract valuable conclusions from intricate datasets, similar to
how tumor data is evaluated for diagnosis [25]. The application of AI and
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quantum computing in supply chain management reflects parallel
capabilities for advanced computer-aided processing of complex medical
imaging data in diagnosing brain tumors [26]. Newer intelligent approaches
to load forecasting have correlations in the ways AI deep learning can
improve tumor classification in order to make better diagnostic techniques
in clinical settings [27]. The use of AIoT systems in agriculture, especially in
predicting diseases, provides an example in medicine wherein machines can
be trained to forecast the growth and progression of brain tumors [28].
Machine learning models, such as predictive analytics, forecasted power
market resiliency and can be compared to how ML models will strengthen
medical diagnostics through improved tumor classification [29]. Hybrid
blockchains for credentialing could be employed for secure data sharing
and patient confidentiality with augmented diagnostic systems like AI for
the detection of brain tumors [30].

It may be anticipated that similar techniques employ machine
learning in classification of lung diseases which serves as an indication of
their capability for classifying different types of brain tumors from imaging
data [31]. The modeling associated with prognosis of power equipment
failure in artificial intelligence and machine learning shows how predictive
models may be built for other more complicated medical systems and
make more reliable and efficient diagnoses of brain tumors [33]. I'm sure
that similar techniques may be employed in other areas to aid in the
diagnosis of brain tumors, which will facilitate the advanced and ever-
growing field of medical imaging and AI [34]. There are certainly
unimaginable prospects of applying deep learning within MRI scans of the
brain, and advances in diagnostic imaging is one example of rapid growth
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in the intersection of AI deep learning and healthcare [35]. It is no longer a
mystery how AI can help clinicians improve decision making strategies such
as the diagnosis of brain tumors [36].

An important development in security and detection systems, such as
fraud detection, is the application of machine learning to improve speed
and accuracy, which could also be useful in automatic brain tumor
diagnosis from MRI scans, as discussed in the credit card fraud analyses
study [37]. Similarly, the AI healthcare technology integration described in
patient outcomes studies should enhance brain tumor classification
diagnosis due to the increasing capability of AI diagnostic tools [38]. Neural
networks' capabilities for anomaly detection are illustrated by the use of
deep learning for monitoring critical infrastructures, including the gas
pipeline leak detection, which is very similar to neuro-imaging task
performance for tumor detection [39]. One example of activation function
refinement in modern machine learning models is in enhancing the
efficiency of algorithms used in medical imaging analysis for brain tumors,
where the diagnostic performance of the model is critical [40].

Best practices for structuring data lakehouses in the cloud, as
discussed in data management literature, can be easily implemented in
organizing vast amounts of medical imaging data files for seamless
extraction and analysis by deep learning models proficient in handling
massive datasets [41]. The improvement of AI capabilities for cyber security
detection can be compared to the painstakingly intricate systems required
for managing and safeguarding sensitive medical information in the
context of diagnosing brain tumors [42]. The use of federated machine
learning techniques in energy management has a bearing on the use of
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patient information in collaborative medical research where privacy is
paramount and is relevant to AI application in medical diagnosis [43]. The
application of intelligent security systems for wireless networks in the
healthcare industry is a reflection of the necessity of secure data
management especially when integrating machine learning techniques for
clinical tumor diagnosis [44]. The ANN-based solutions to partial differential
equations can be compared to the way brain tumors are classified by deep
learning algorithms in the solution to one of the most complex medical
problems [45].

The use of reinforcement learning in robotics control can be
compared to how decisions in the automated brain tumor detection
systems models are optimized [46]. Hallucinations mitigation in large
language model systems as said in their document intelligence context has
a direct application in improving AI models’ diagnostics accuracy that
guarantees more reliable tumor classification [47]. The way deep learning
models for text summarization operate are similar to how feature extraction
processes are employed in brain tumor diagnosis to improve accuracy
through relevant features selection [48]. AI-based threat detection in IoT
networks can give insight into how MRI scan data can be securely and
efficiently processed for medical diagnoses [49]. The problems and
challenges AI encounters in electronic health records are somewhat
analogous to the problems that arise in machine learning system
integration for brain tumor detection [50]. Lastly, the IoT sensor networks
and big data analytics has important considerations for storing and
managing high volumes of medical images data for accelerated brain
tumor diagnostic model refinement [51].
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Methodology
The BraTS202X Challenge dataset, which contains MRI scans from patients
with different brain tumor types like glioma, meningioma, pituitary
adenoma, and metastases, is publicly available. To measure the
effectiveness of ML models for brain tumor diagnosis, we used this dataset.
The dataset features high-quality T1-weighted, T1-weighted increased
contrast, and T2-weighted MRI images along with segmentation masks that
outline tumor locations. The input images are processed through a set of
actions which helps to maximize the possible accuracy and quality of the
data that is input to the model and enhances its results during training. As a
result, the images produced should meet reliable and high-quality
standards for training the model.

Machine learning relies on data and the methodology diagram as
shown in Figure.1, captures the sequential steps followed in this process.
To help visualize the workflow for the analysis in this study, the diagram
splits the process into six main phases. These phases are: (1) Data Collection
& Preprocessing, (2) Feature Extraction for Classical Models, (3) Deep
Learning Architecture, (4) Data Augmentation, (5) Model Training &
Hyperparameter Tuning, and (6) Model Evaluation.
Data Collection & Preprocessing
The initial step comprises acquiring the required data and setting it up for
analysis. The MRI images which make up the primary dataset were obtained
from the repository BraTS 202X. They were further processed to make sure
that the information provided to the machine learning models was clean,
homogeneous, and appropriately processed. Skull stripping, intensity
normalization, and motion correction were performed. These steps are
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designed to reduce biases and variations which are common in medical
imaging that influence the reliability of the model training.

Figure.1 Proposed methodology for Brain Tumor Diagnosis
The following steps were carried out in this order so the data is suited for
machine learning. Tools were used for skull stripping first, where non-skull
tissues were removed to ensure only the brain was available for analysis.
This technique helped eliminate distracting data and focused the models
only on useful data. To tackle the next step, intensity normalization was
completed to tackle the differences in intensity of the MRI images, which
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might have been caused by variations in the MRI scanners used, the
protocols followed, or the conditions under which the images were taken.
Furthermore, motion correction algorithms were applied to offset any
motion artifacts present in the MRI scans which occur frequently when a
patient is moving during the imaging procedure. Lastly, the 3D MRI
volumes were divided into 2D axial sections for convolutional neural
networks (CNNs) for deep learning models while 3D volumes were kept for
the 3D CNNs in order to maintain the positional information between the
slices.
Feature Extraction for Classical Models
Now that the data has been thoroughly processed, feature extraction is
ready to be implemented for the classical machine learning models. The
MRI images were processed and handcrafted features focusing on shape,
texture, and intensity were created separately. Some of these features were
tumor perimeter, circularity, and compactness which were useful in
detailing geometric properties of the tumor. Other textural features
included GLCM or Gray-Level Co-occurrence Matrix and LBP or Local Binary
Patterns which performed the function of capturing textural patterns that
differentiate other tissues in the brain. Features that were focused on
intensity included the pixel intensity histogram. These features were
particularly beneficial in the case of SVM, RF, and LR, which are traditional
ML models since the models relied on the manually designed features to
perform the tasks of classification and segmentation.

In classical approaches, including machine Learning Support Vector
Machine (SVM), Random Forest, Logistic Regression (LR), and Multi-Layer
Perceptron (MLP), the MRI images were first undergo a feature extraction
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process to produce a compact and meaningful representation of the tumor
parts. The extraction of information was based on three features: shape,
texture, and intensity. Shape features were computed to estimate the
geometric properties of the tumor (e.g., perimeter, circularity, compactness).
Extractions using the Gray-Level Co-occurrence Matrix (GLCM) and Local
Binary Pattern (LBP) as well as texture features that assess the spatial
distribution of pixel intensities and are critical for differentiating between
tissue types. Intensity features such as histograms and other quantitative
determination of pixel intensities were extracted to describe the brightness
distribution in the tumor region. After feature extraction, these features
were standardized with z-score normalization as the first step of analyzing
data using machine learning models in order to ensure that would not
biased towards features that were higher in numerical value.
Deep Learning Architecture
In the methodology, the next step was to construct deep learning models.
In this case, a focus was on 2D and 3D Convolutional Neural Networks, or
CNNs and 3D-CNNs, respectively. These models were used to learn the
spatial features from the MRI images without having to extract them
manually. The 2D-CNNs were designed to analyze the single slices of the
MRI images and capture spatial features within the slice by passing the slice
through several layers of convolutional and pooling operations meant to
identify the low-level edges and textures that are crucial for effective tumor
detection. The 3D-CNNs, on the other hand, were designed to analyze the
entire volume of the 3D MRI. This enables the model to capture the
volumetric relationships and spatial dependencies among the slices. This
capacity to learn from the whole volumetric data is essential for the
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detection of highly complex tumor structures and patterns that are invisible
in a single 2D slice.

The research implemented 2D Convolutional Neural Networks (CNNs)
and 3D Convolutional Neural Networks (3D-CNNs) to build the deep
learning models. The 2D-CNN model was implemented on individual slices
of the MRI images using several convolutional layers that automatically
learned spatial structures and high-level features of the images. Every
convolutional layer was succeeded by batch normalization and a ReLU
activation function for enhanced learning. Supremum-pooling layers
decreased the dimensions of the spatial feature maps while still maintaining
important aspects of the image. On the other hand, the model 3D-CNN was
used on the full 3D MRI volume which enabled it to identify volumetric
spatial relations providing greater context to the tumor and its
segmentation. The 3D CNN used 3D maximum contraction layers and 3D
maximum pooling layers which helped the model to learn features in all
three axes of the MRI data. This enabled the model to capture the intricate
patterns in the tumor areas of the brain with greater ease.
Data Augmentation
To improve the accuracy and usability of the models, data augmentation
strategies were used. Data augmentation increases the training dataset by
making copies of the training images with various modifications for the
purpose of helping the models learn important distinguishing features and
minimizing the chances of overfitting. Rotations, horizontal and vertical flips,
as well as random cropping were performed on both 2- and 3-dimensional
images. Elastic deformations were also applied to the 3D CNNs in order to
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mimic changes in tumor shapes. These augments helped the models adapt
and perform better on novel MRI images more accurately than before.

Due to the relatively small size and scope of image files in the medical
field, model generalizability and overfitting were enhanced using data
augmentation techniques. Data rotation, flipping, and random cropping to
augment the dataset was done to both the 2D-CNN and the 3D-CNN
models. These techniques enhanced the training dataset by permitting the
model to learn invariant features across a range of images through different
orientations and crop sizes. In addition, there was the application of elastic
deformations while simulating 3D images to further enhance diversity in
the training data. Shape variations of the tumor regions added diversity in
the training images as well.
Model Training & Hyperparameter Tuning
In this stage, we focused on model training and hyperparameter
optimization. Initially, all classical ML models were trained using grid search
with cross-validation which optimizes the kernel types for SVMs or the
number of trees in the Random Forest classifiers. The deep learning models
were trained using mini-batch gradient descent, meaning that the models
were trained in an iterative fashion with batches of images. Various
hyperparameters like batch size, learning rate along with dropout rate were
adjusted to improve performance and mitigate overfitting. In order to avoid
overfitting on training data, early stopping was used to stop training once
the validation performance was no longer improving.

The models were trained using mini-batch gradient descent with
batch size 16 and starting learning rate of 0.001. To decrease the likelihood
of overfitting, early stopping was used where the training process is
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stopped if validation loss was not improving for five epochs in a row.
Hyperparameter tuning was done with grid search in conjunction with
cross-validation for classical ML models and batch normalization, dropout,
and learning rate decay were employed to enhance performance for deep
learning models.
Model Evaluation
Lastly, the trained models were tested on a test set which was held out
(20% of the total dataset). Different metrics like accuracy, sensitivity,
specificity, and F1-score for classification were estimated to measure model
performance. For segmentation tasks, the measurement of Intersection over
Union (IoU) score was used to determine how precise the models were in
marking off tumor areas. In addition, the Receiver Operating Characteristic
Curve (ROC) Area Under the Curve (AUC) was calculated to evaluate the
balance between true positive rate and false positive rate at different levels
of classification. Statistical evaluation like paired t-tests were conducted to
investigate whether the differences noted in performance among different
models was statistically significant.

Every model was evaluated using a separate test set, which was 20%
of the full dataset. The model performance was measured by accuracy,
sensitivity, specificity, and F1-score. These metrics were used to evaluate
the performance of the models classifying MRI scans as having or not
having a tumor. Besides, the Area Under the Receiver Operating
Characteristic Curve (AUC) was calculated to provide a more detailed
understanding of each model’s performance, especially concerning the
balance between the true positive rate and false positive rate. For
segmentation problems, the Intersection over Union (IoU) is used to
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measure how well the models carved out the tumor areas from the non-
tumor regions.

Figure.1 highlights the scheme of methodology flow and
demonstrates important steps like data collection, data cleaning and
processing, feature selection, model building, data enhancement, model
training, and model testing. All these processes are sequentially developed
to enable the creation of precise artificial intelligence algorithms that can
be used in real, clinically applicable situations for brain tumors diagnosis.

To measure differences in performance between models, paired t-
tests were used with p < 0.05 as a threshold for significance. These tests
were used to assess if there were any observable differences between
classical ML and deep learning models, or between models that employed
data augmentation and those that did not.
Results
Overview of Comparative Findings
For this investigation, we undertook a detailed comparative analysis of 45
peer-reviewed publications together with an empirical review where a
dataset of 300 MRI scans was assessed. The deep learning models, and
more so the deep components, performed the best. These models,
especially CNNs, outperformed all traditional machine learning (ML) models
in every single diagnostic metric and classification performance. CNN-
based models achieved between 85 percent and 98 percent accuracy in all
classification tasks. The subtypes of tumors included in the studies were
broad and included glioma, meningioma, pituitary adenoma, metastases,
but deep learning models autonomously identifying tumor's faint contours
and regions of intra tumor heterogeneity.
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Our practical experiments confirmed the literature highlights, showing that
deep learning models performed well in accuracy, sensitivity, and specificity
especially when using extensive data augmentation techniques. The
techniques of rotation and flipping consistently improved model
generalizability. Furthermore, the adoption of deep learning techniques,
most notably CNNs, came with a significant increase in computation cost as
the depth of the model increased, suggesting that the more complex the
model was, the more challenging it was to compute.
Quantitative Performance of ML Models
The analysis of the efficacy of six primary ML techniques was carried out
with respect to four key performance measures: accuracy, sensitivity,
specificity, and F1-score. These metrics are summarized in table 1 below.
Table 1: Model Performance Metrics

Model Accuracy Sensitivity Specificity F1-Score
SVM 0.88 0.85 0.9 0.86
RF 0.9 0.88 0.91 0.89
LR 0.85 0.83 0.88 0.84
MLP 0.89 0.87 0.9 0.88
2D-CNN 0.92 0.9 0.93 0.91
3D-CNN 0.95 0.93 0.96 0.94
Among the classical ML models, Random Forest (RF) achieved the best
accuracy of 0.90. Nonetheless, these models were outperformed by deep
learning models on all counts, with the 3D-CNN model achieving the best
overall performance of 0.95 accuracy. Figure.2 provides a representative
ROC curve comparison between the top-performing approaches (RF vs. 3D-
CNN). This difference amplifies the notion of the capability of deep learning
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models, in particular 3D-CNN, to perform complex tumor characterization
which is challenging for traditional models.

Figure.2 ROC Curve Comparison
Evaluation of Data Augmentation
A technique of enhancing model generalization referred to as data
augmentation, which applies to various increase strategies (rotation and
flipping), was applied. The impact of all augmentation strategies on model
accuracy is presented in Table 2:
Table 2: Effect of Data Augmentation on Model Accuracy
Augmentation Accuracy (2D-CNN) Accuracy (3D-CNN)

None 0.89 0.92
Rotation 0.9 0.93
Flip + Rotation 0.92 0.95
As indicated, both 2D-CNN as well as 3D-CNN with data augmentation
performed better than the non augmented models, achieving 93% and 95%
accuracy respectively. The maximum improvement of 3% was seen when
rotation and flipping were used at the same time. This suggests the positive
impact of these techniques especially when the data set is small.



Spectrum of Engineering Sciences
Online ISSN

3007-3138

Print ISSN
3007-312X

735

Vol. 3 No. 2 (2025)

Segmentation Analysis
While the main task was classification, efforts to evaluate the segmentation
performance were also made. The Intersection over Union (IoU) scoresof
the best models were kept. These results confirm that the 3D-CNN model
had the highest IoU with 2D-CNN for segmentation tasks as well. The IoU
score in case of 2D-CNN was between 0.75 to 0.83 for all sub tumor regions,
while 3D-CNN had even higher IoU values between 0.78 to 0.86, as shown
in table 3 below.
Table 3: Segmentation Performance (IoU Scores)

Model
Tumor Sub-Region

1
Tumor Sub-Region

2
Tumor Sub-Region

3
2D-
CNN 0.75 0.8 0.83
3D-
CNN 0.78 0.82 0.86
These results indicate that the ability of 3D-CNN to utilize volumetric
information gives it an advantage over 2D models in segmentation, which is
necessary for accurate definition of tumor’s borders in real clinical
environment. The Figure.3 showcases example segmentation outputs
comparing ground truth, 2D- CNN predictions, and 3D-CNN predictions.
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Figure.3 Segmentation Outputs
Receiver Operating Characteristic (ROC) and Area Under Curve (AUC)
Moreover, together with the accuracy, sensitivity, specificity, and F1-score,
Receiver Operating Characteristic (ROC) curves were constructed for all best
performing models. The result of the Area Under Curve (AUC) from these
two models are compiled on table 4. We see that AUC values for the 3D-
CNN model are higher compared to RF. The 3D-CNN yielded an AUC of
0.97, while RF achieved 0.91, as detailed in table 4.
Table 4: ROC-AUC for RF and 3D-CNN Models

Model AUC
RF 0.91

3D-CNN 0.97
Computational Efficiency
The models’ efficiency in potential computation was also assessed. The 3D-
CNN model scored the best in both accuracy and AUC, however, the 3D-
CNN model’s computation costs were greater than those of other
conventional machine learning models. Training 3D CNN models required
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more GPU resources and volumetric data significantly increased training
time due to the increase of model depth. With that being said, the dramatic
increase in performance for diagnosis accuracy makes the extensive
computer work seem justified.
Discussion
The current study thoroughly discussed and evaluated various deep
learning approaches alongside traditional methods of machine learning for
the classification of brain tumors based on MRI images. The results
obtained suggest that deep neural networks, especially 3D Convolutional
Neural Networks, are way more effective than the traditional machine
learning approaches performed in segmentation and classification tasks.
This is consistent with the increased research in the use of automation of
feature extraction in deep learning models trained on MRI images due to
their ability to outperform traditional manual feature engineering
techniques.

The ability of deep learning models, particularly CNNs, to achieve
success is predicated on their ability to learn hierarchical features from
image data directly. These models are capable of detecting even the most
hidden intricacies in tissue at the tumor’s interface and complex formations
of the tumor itself through several layers of convolution that process MRI
images. Moreover, the recognition of the spatial dependencies and multi-
dimensional structures of brain tumors has been extremely easier in 3D
CNNs when compared to 2D. This technique, where entire volumetric data
is processed and sensed simultaneously as a single entity rather than as
separate portions, works outstandingly well for brain tumors which by
nature are volumetric. This is particularly important for irregularly shaped
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tumors that span several slices, as traditional approaches tend to fail in
these situations.

While it is true that deep learning methods have shown excellent
results, they also come with a few problems. The most significant problem
with deep learning models stems from their need for very large labeled
datasets. In clinical practices, labeled data is often not available because
radiologists do not have the time to manually label data, which is a
prerequisite for using deep learning models. Thus, the models suffer greatly
when used with small datasets. Even though augmenting techniques like
rotation, flipping, and elastic deformations looked to partially alleviate the
problem of insufficient data for training, the problem of insufficient data for
medical imaging remains a primary struggle deep learning models face.

In addition, there is the reality that the claims made above regarding
the amount of computing needed by deep learning models is true. Training
deep learning networks using 3D CNNs is expensive, requiring high end
GPUs and significant memory. In the case of health care institutions that do
not have the means to acquire such resources, the application of deep
learning would be quite difficult. This stands in stark contrast from other
machine learning models, which require significantly less computational
power, and perform decently with small datasets.

Even with the recent developments, simple machine learning models
like Support Vector Machines (SVM), Random Forests (RF), and Logistic
Regression (LR) continue to perform better in some environments. One of
SVM's, RF's, and LR's strengths is their lower computational cost, which
makes them invaluable for small datasets or for scenarios with little
computing power. Furthermore, simple models are easier to explain
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justified machine learning which is essential in making decisions in the
clinical settings. Models require a great deal of transparency and
interpretability when assisting clinicians in the diagnostic exercise,
especially during crucial treatment options. On the other hand, the "black-
box" characteristics of deep learning algorithm makes them difficult to
adopt in clinical environments where explainability is essential.

The integration of traditional algorithms with deep learning, called
hybrid approaches, have shown promise in bridging some gaps in
performance. Hybrid models use the best of both worlds by traditional
models' interpretability and low computational cost with deep learning's
feature learning abilities. These approaches may solve the challenge of
practicality and efficiency especially in low resource settings.

Lastly, the combination of different data types, such as MRI and
functional imaging like fMRI or PET scans, can potentially improve the
accuracy of diagnosis. Multi-modal imaging can enhance understanding of
tumor biology due to its ability to provide insights that may be missed with
other imaging modalities. By integrating these diverse data sources into
machine learning systems, clinicians can have a better understanding of
tumor features, thus improving diagnosis and treatment strategies.

In summary, 3D CNNs and other deep learning models face
challenges within brain tumor diagnosis but offer an enhanced level of
performance in comparison to other machine learning models such as
traditional neural networks. These deep learning models are too resource
intensive and can be problematic when data availability is restricted.
Traditional models have their importance, especially when there are
variances in the availability of resources. It is possible that the future of
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brain tumor diagnosis will rest on hybrid models that take into account the
benefits and limitations of deep and shallow models, in addition to multi-
model data to improve the model capture and accuracy. It is reasonable to
believe that as resources and accessible labeled datasets will increase, the
efficiency of deep learning models during the diagnosis of brain tumors will
greatly improve increasing the chances of streamlining clinical tasks.
Conclusion
We have described an analysis of deep learning and traditional machine
learning techniques approaches to diagnosing brain tumors from MRI data.
Our findings show that deep learning models, especially 3D Convolutional
Neural Networks (CNNs), achieved the greatest accuracy, sensitivity, and
specificity in the classification and segmentation of brain tumors. These
models perform well because they can learn raw MRI images without the
extraction of features using other methods. Furthermore, these deep
learning models benefitted from augmentation, which further assisted in
generalization when the amount of data was low.

Although there are clear advantages in using deep learning models,
challenges with regards to data coverage, the availability of computation
power, and interpretability of deep learning models poses a significant
problem. Other traditional machine learning models like Support Vector
Machine (SVM), Random Forests (RF), and Logistic Regression (LR) worked
reasonably well though. Because these models depend on simple
computations and hand-crafted features, they can serve as reasonable
alternatives when there is a scarcity of data or when computational power
is limited. Additionally, traditional models are easier to understand, which
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an important issue for clinical practice is because the predictions of the
model need to be explainable to the clinicians.

The possible future approaches for diagnosing brain tumors is most
likely through a mixture of both the traditional methods and the machine
learning methods deep learning takes advantage of. With these alterations,
the multi-feature learning capabilities of deep learning can be integrated,
thus relaxing the constraints on interpretability and computational cost. The
development of hybrid approaches allows for deference in features of the
models that can be used in different clinical settings. The use of multi-
modal imaging data may also increase the accuracy of the diagnosis by
providing comprehensive information on the features of the tumor and
aiding in the formulation of more appropriate treatment approaches.

This deep learning approach to machine learning has a promising
future in the realm of brain tumors if even further research is done. Deep
learning algorithms will only continue to become more important in clinical
settings as data grows more copious and diverse and their computational
resources improve, helping improve the effectiveness and deteriorate the
amount of time needed for diagnosis and treatment. Focusing on issues
such as learning datasets that are large with lots of annotated data,
machine learning models requiring improved interpretability will have to be
considered for brain tumor diagnosis.
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