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Abstract
Life-long learning can learn consistently over a long period of time by
updating new knowledge while retraining from previous learning
experiences. Imitation is the capacity to understand the behaviors of others
and reproduce them. Imitation learning is a way to learn and acquire new
skills through another agent's observation of these skills. The First
achievement through imitation is other’s actions by vision using different
development theories. This paper presents a developmental model of
imitation learning based on the hypothesis that humanoid robot acquires
imitative abilities as induced by sensorimotor associative learning through
self-exploration. Our proposed method “SOARIN” network that connected
hierarchically. The efficient and effective method SOARIN consists of three
stages namely neuron activation, neuron matching, neuron learning. We
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learn to incorporate and update upper body behavior according to the joint
angles visualized by the robot sensor by using all these steps. The temporal
connections represent the series of neurons activated during the learning
process. Through vision, sensors understand and learn action automatically
and store data in episodic memory.
Keywords: Incremental learning, Episodic memory, Robot upper body
actions learning.
Introduction
Imitation learning, also known as Programming by Demonstration (PbD), is a
basic method of training that defines more efficient interaction between
people. Imitation is an efficient behavior in social learning whereby a person
observes and copies the behavior of another. At a very early- age, by
watching others perform these tasks, babies acquire knowledge of how to
manage their bodies and perform activities. Imitation learning is the part of
machine learning in which autonomous robots interact with the environment
without human interference. Imitation learning is a way of learning and
acquiring new skills through other agents' observation of these skills. In the
field of robotics, imitation learning plays a very important role. Several
researches show that imitation ability develops early in life [1]. For example;
first-year babies communicate with newborn babies, learn how to execute
acts by watching other actions. Babies can mimic hand movements and
motions of the body, during experience with their surroundings, they
eventually gain more complex imitative capabilities.

Robots can walk and behave in a hominid- centered world, enabling
them to engage in our everyday routine, as a result of recent advancements
in robotics. That has generated a need to develop automatons configured
with behavioral learning abilities. Unlike humans, whereas robots need to be
designed according to particular applications, robots have specific capacities
to learn from their surroundings. It is not possible to specifically pre-
program a robot with such capabilities because of the variety of behavior
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to be performed and the variety of potential interactions with objects and
people. A human being will explain the task, while the robot, imitating the
humans, observes and executes these equivalent tasks. The key feature of
imitation learning is the development of a simplified model of a gesture task
from the trainer’s observation.

Memory is important for processing, learning, the experiences of robots
in complex environments, just like humans seem to adapt faster and
memorize previous events and execute tasks simultaneously. Our Imitation
learning system is based on incremental learning; system learn behavior
automatically links with episodic memory. Episodic memory is a type of
recollection that specifically and continually maintains experiences. In
episodic memory, the learning process is completely unsupervised [22].

Our purposed algorithm is “Self-organized adaptive recurrent
incremental network” (SOARIN). SOARIN is formed by several "adaptive
recurrent growth networks when required" (ar-GWR). Our method is long-
life learning that can learn continually around a long period while retrained
already exist data. Our represented algorithm contains three principle
processes of neurons, activation, learning, matching. Our system uses
imitation learning to perform upper body actions linked with episodic
memory. The ar-GWR rapidly learns from the series of previous experiences
in episodic memory.

A new action is formed by the combination of different joint angles.
The learning process is triggered and the robot learns the new action. When
the current input action has no already exist then added this action in
episodic memory. A new action is formed by the combination of different
joint angles. The learning process is triggered and the robot learns the new
action. When the current input action has no already exist then added this
action in episodic memory. In life-long learning, neuron learning is carried
out to remove the issue of catastrophic forgetting [23].
We have discussed the following fundamental problems when constructing
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an incremental imitation learning system: How a system can independently
episode and determine the beginning and end of the movement using
onboard vision sensors during a continuous interaction without depending
on the details a priori. How the robot can maintain for quick and accurate
retrieval, use a self-organizing method to incrementally create new
knowledge without corrupting previously learned data. What does the
system store in episodic memory all actions that are performed and how we
update already existing data in episodic memory [24].

The paper is organized as follows. Section III introduces the
computational models of the proposed method. The experimental setup and
results are showed and discussed in Section IV and Section V. Finally, we
conclude the paper and highlight some future work.
Related Work
Fritzik [2] “Growing Cell Structure (GCS) first unsupervised neural network.
GCS is based on SOM [3] The system consists of k-dimensional simplices (A
simplex is a generalization of the concept of a triangle or tetrahedron to
arbitrary dimensions in geometry, like 2-simplex is equal to triangle,3
simplex means tetrahedron, etc). The value of k is predefined it is typically k
equal to 2; in other words, the simplicity is triangles. At each λ iteration,
where λ is a fixed, is inserted into a new node, the node located to allow the
node that in previous steps created the greatest error. If any stopping
criteria are met, the network continues to evolve and expand. This might
also consist of a given network size with an appropriate size. The default
number for a recorded network error. One of a series of perfectly
interconnected networks is the GCS. But this network creates a problem
when we delete any node which causes upheaval. To resolved this problem,
we used the Hierarchy of GCS’s arrangement in a tree.

Fritzik [4,16] suggests Growing Neural Gas (GNG), In GNG, the
network interface is not limited, with connections for each input is generated
between the two highest performance nodes. The two best-matching nodes,
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i.e. the two nodes whose weights in the Euclidean term are nearest to the
input, are chosen for each given data provided to the network. If it does not
already exist, a neighborhood relation is created between the two nodes
and along with the neighbors of the winning node, the locations of these
nodes are moved such that their weight regulates the feedback better. The
value of unused edges increases, while the edges are used to reset their age
to 0. The edge is eliminated until the age of an edge is greater than the
threshold, but this network has a problem, the growing process carried out
new nodes added at any time. For the next hundred iterations, several nodes
will be added one after another, and then no more added nodes. The new
node's location is based on the input node and the existing winning node.

Parisi, G.I., Tani [5,25], propose a self-regulating neural system to learn
to evaluated human activity progressively from video stream. His proposed
model is based on ordered, self-organized neural networks to learn from
pose-emotional depictions of action. Each architectural layer comprises a
new Growing When Required (GWR) variant. The model is based on three
mechanisms that are consistent with the neuronal data from the animal
visual preceptive. Detailed movement is observed in two separate
coexistence paths, then merged to get a common sense. Both mechanisms
have class divisions for generalizing model and image analysis behavior with
increasing growth, ranging from low to high visual stimulus descriptions. The
input-driven self-organization of the nervous system is important for tuning
the neurons according to the input distribution. KTH used as a backbencher
dataset. Further results demonstrate that our learning can adapt non-steady
inputs, avoiding catastrophic interference and handling in which labels are
damage. But in some cases, the result of GWR not satisfied for complex
environments.

Kemker.R [6] suggests purposed MLP-based catastrophic forgetting.
Neural networks are equipped incrementally for classification tasks. He
solved the previous work. ‘’MNIST’’ problem with more challenging dataset.
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=1

He establishes five common mechanisms for disaster-forgetting prevention:
Regularization., Ensemble, Rehearsal, Dual-Memory model, Sparse-coding.
The combination of rehearsal pseudo-rehearsal and dual- memory systems is
ideal for increasingly learning new classes. Regularization and assembly are
best at separating multiple sessions differing in a common DNN (Deep
neural network) framework. While this rehearsal program was working fairly
well, all training data needed to be preserved for replay. But this type of
system not applicable for real- world lifelong incremental. Our research
proves this catastrophic forgetting is not solved by considering the process.

Lopez Paz Ranzoto [7] The Gradient Episodic memory (GEM) model has
been proposed to allow data to be transmitted efficiently to previous steps.
An episodic memory used to store a collection of examples encountered
from a given task to avoid catastrophic forgetting is the fundamental feature
of GEM. GEM recognizes the losses as input variables on tasks' k<t episodic
memories, therefore limiting the failure on the new task 't ', avoiding their
growth while enabling them to shrink. This strategy takes considerably more
memory than other methods to Regularizing, such as EWC (Extend Memory
lifetime for Recommend Pattern) at training.

Itauma Isong Itauma [8] suggests Gesture Imitation using Machine
learning Techniques in which a robot that uses various machine learning
approaches to imitate simple upper torso moves. He proposed Decision
based Rule (DBR). Compared to linear regression models, the learning
methodology has greater accuracy in gesture estimation. In a system that
recognizes gestures, it was proposed to use 3D trajectories formed of a
reduced couple of policies. The position product of the directional vectors
(top right elbow and shoulder elbow) between the shoulder and elbow and
the elbow to hand is estimated to calculate the angles for Right Elbow Roll
and LeftEblowRoll. For implementation of imitation learning use RGBD
camera. In a 3D Cartesian coordination system, the measurement was based
on points. Decision-based learning (DBL) process of online learning gets.
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Methodology
Our purposed methodology is SOARIN. Self- Organizing Adaptive
Recurrent Neural Network is generated by various numbers of (ar-GWR).
SOARIN model has an episodic memory that is working for lifelong learning.
In lifelong learning networks process new incoming data as well as update
already existing data. The ar-GWR rapidly learns the series of past
experiments in episodic memory the ar-GWR learns and replicates input
information in the episodic memory layer by adding neurons to the layer.
Soarin Architecture
SOARIN model has an episodic memory that is working for lifelong learning.
Lifelong learning networks process new incoming data as well as update
already existing data. To find the spatiotemporal relationship of the
incoming data, the episodic memory contains the adaptive recurrent, (ar-
GWR) network that incrementally produced neurons and topological
connections in the layer. By measuring the activation value of neurons, the
ar-GWR determines the winning neuron based on an actual input and
temporal connection. jTemporal connection is the sequence of previously
activated neurons that are connected with time delay. The ar-GWR rapidly
learns the sequences of past observation in episodic memory the ar-GWR
learns and reproduces input data examples in the episodic memory layer.
Each neuron in the layer is composed of a weight vector and several
temporal attributes. The time data in the real world is a temporal attribute.

There are three stages of ar-GWR, activation of neuron, matching of
neuron, learning of neuron. To determine the best matching neuron(BMN),
apply the Neuron Activation. The ar-GWR has the activation function to
determined the best neuron matching (BMN) �� based on the input �(�).
The activation function used in ar-GWR is

� = ������(��) (1)
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input from created pose streams (position, orientation) the joint of a
human hand. In DBL

�� = �1 ∥ �(�) − �� ∥2+ ∑�

�� ∥ ��(�) − ��,�(�) ∥2 ( 2 )
system visualize human action using RGBD camera and the compute joint
angle node, joint angle pass to prediction system where predicts the
gestures of human-robot imitate the human action. But this system is
expensive for computation cost.

�� = �. ��−1 + (1 − �). ��−1,�−1 (3)
When we have input then the activation value of BMN is calculated as

��(�) = exp(��) where ��
calculated by using the equations (1) to (3). Where
�� and � both are contributing factors that control the effects of the
current input according to established a temporal connection between
neurons.

���� = ����+ 1
previously activated neuron, ��−1
Previously

(�,�−1)
(�,�−1)

activated neuron’s weight at � − 1 and �� is a global element of the network.
According to the model mentioned throughout [9,11], each neuron has a
regularity counter �� ∈ [0,1] that shows the strength of its firing over time.
The regularity counter is found as

∆�� = �� . � . (1− �� ) − �� (4)
Where �� and � both are decay elements that regulate the regularity

counter’s [10,14,15] decaying form. The value of the regularity counter for each
newly formed neuron is �� = 1 and iteratively decays to 0.

In neuron matching, if the best matching neuron activation value ��(�)
is less than the threshold a new neuron is connected to the network [12,13].
This indicates that a new neuron, N is generated if we have: ��(�) < �� and ��
< ��with new weight vectors that are computed as
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�� = 0.5 . (�(�) + ��) (5)
��,� = 0.5. (��(�) + ��,�)(6)

In neuron learning, the best matching neurons have an activation value
greater than the threshold ��(�) > ��.In neuron learning BMN b and its
topological neighbors n updated, neuron learning is carried out. The
topological neighbor points to the connection between the neurons and is an
important aspect in the learning of the network. Neuron learning is done in life-
long learning to remove the problem of Catastrophic forgetting. In which a
neural network begins to forget the data learned in the previously trained
tasks while training on new tasks or groups.
Episodic Memory
A sequence of events creates an episode in the episodic memory, store
experienced, and episodes that connect one another. We introduce temporal
links that identify patterns of activation of recurrent neurons in the network.
The temporal connections (previous winner node and current winner node)
encode the sequence of neurons that have been triggered during the
process of learning.

A temporal link will be increased by 1 for each learning iteration, which
is sequentially stimulated between two neurons. When we get new input at
time t that is connected with previously activated neuron j-1 at time t-1 in
every learning process and � = ������ �(�,�)

Where � is the next neuron can be obtained from the encoded
temporal series by selecting the largest value of Q for each recurrent neuron
m, n is the neighbor of m. Without requiring any input data, the activation
sequence of recurrent neurons may be restored. If there is a node that no
longer has neighbors or existing edges, delete them in that case. The
deletion process is completed.
Experimental Setup
In this chapter, we will discuss the experimental settings and analysis of the
proposed architecture. In this section, the proposed architecture for real
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time robot deployment is tested. The dataset contains several different
actions regarding the upper part of the body. As we discussed in the
methodology chapter that the performance of the robot depending on the
selection of the neurons for the threshold value.

Fig 2: During experimentation, the robot performs various actions
The conduct variations include raising and lowering the left and right arm by
180deg one at a time, concurrently raising and lowering both arms by 180
deg, raising and lowering left and right arm by 90deg one at a time, raising
and lowering left and right arm by 90deg one at a time. The types of
actions completed for testing are summarized in Table 4.1. Trying to access
the efficacy of the proposed algorithm. These actions are performed out by
the robot at different repeating times, i.e. the series of these actions is not
fixed and performed randomly. Any of these acts are done with a delay,
while others are performed fluidly to confirm the architecture's efficiency.
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For example, the punch action created by the combination of RLAF90
and RLA, two motion labels that have already been learned.

Fig 3: Punch" action
The composite action of 'Hi' is similarly developed in the same manner.
Initially, the learning process starts with the definition of simple motion.
Later, by combining two or more movements, more complex behavior
are produced. Whenever the learner can memorize an already observed
action then the observer recalls this action from episodic memory to
produced complex behavior.

Fig 4. “Hi” action.
To measure the performance by quantization error, we repeated
experiments. The connection between sensory input and episodic neuron
weights is computed by TQE(total Quantization error). The temporal
representation of input data is used to learn and activate each episodic
neuron.
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Fig 5: Total number of generated neurons for each traverse.

Fig 6.Total number of generated neurons for each traverse when we
changed threshold value

Figure 5 show that Numbers of neurons added in episodic memory by
computing the activation value with threshold, according to our
purposed algorithm SOARIN.

The ar-GWR quickly learns the sequence of past experiences in
episodic memory. The learning mechanism is triggered and the robot
learns the new action. When the observed action’s activation value ��(�)
< �� less than the give threshold value,where we have a threshold
value �� = 0.85 − 0.80 it means this action is no already exist then
added this action in episodic memory. On the other hand, the newly
observed action’s activation ��(�) > �� value greater than the given
threshold value �� = 0.85 − 0.80, where we have a threshold value it
means this action is already present in episodic memory then update this
action according to our purposed method.
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In figure 6 number of neuron increased because we changed threshold
value 0.99 − 0.5, addition of neuron in episodic memory is processed as
in figure 5.
Conclusion
On behalf of the latest autonomously behave of robot’s eruption, Self-
organizing recurrent neural network (SOARIN) extensively used for
autonomous robot who explore environment without the human
interaction, SOARIN also used for indoor spaces, stimulus location, and
mapping without any human interference. SOARIN has three steps, to
decide the best-matching neuron. The activation feature is related to
every neuron in the network and whether it can be triggered ('fired') or
not. The second step in neuron matching, a new neuron is having a
connection to the network at every learning point. Neuron learning third
step of SOARIN in which updates already exist data. In life-long learning,
neuron learning is carried out to remove the issue of catastrophic
forgetting. We learn to incorporate and update upper body behavior
according to the joint angles visualized by the robot sensor by using all
these steps. In the future, there is also potential for progress, we can
work on the other massive datasets of benchmarks to obtain higher
consistency. We will be introduced semantic memory connected with
episodic memory using another approach.
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