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Abstract
Cybersecurity attacks are more common than ever in today's globally networked
society, which makes having strong intrusion detection systems (IDS) is essential.
In this study, a hybrid IDS model is presented that combines fuzzy C-Means
clustered with classification techniques including Naïve Bayes (NB), K-Nearest
Neighbor (KNN), Logistic Regression (LR), and Stochastic Gradient Descent
(SGD). To increase the accuracy of detection and resilience to changing
cyberattacks, sophisticated feature selection approaches are used. The effectiveness
of this method is confirmed through extensive testing with the NIDS dataset. By
overcoming the limitations of conventional IDS, this study strengthens defenses
against sophisticated assaults and uses machine learning to increase network
security.
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INTRODUCTION
In this constantly changing digital landscape,
network security has become paramount due to the
proliferation of interconnected devices and systems.
These networked environments introduce
vulnerabilities, potentially resulting in a toxic
combination of the negative aspects of cyberspace.
Among the layers of network structure, the data link
layer is the most vulnerable, and if compromised, it

can lead to a total breach of network security and
integrity [1]. This vulnerability is even more
pronounced in wireless networks, such as ad-hoc
vehicle networks and wireless sensor networks, due
to their reliance on shared communication channels,
making them particularly susceptible to external
cyber threats [2]. The structural ideas of these
approaches are depicted in Figure 1.
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Figure 1: Structuring Machine-Learning Concepts [2]
These networks face significant external cyber
threats. Intrusion detection is crucial for
cybersecurity, identifying risks and mitigating threats.
Traditional systems rely on signature-based methods
but struggle with evolving cyber threats [3]. Advanced
ML techniques, including supervised, unsupervised,
and reinforcement learning, improve IDS

adaptability. Methods like neural networks and SVM
enhance feature selection and handle large datasets
effectively [4]. ML is also applied in IoT and medical
IoT security [5]. Emerging technologies like
blockchain, federated learning, and XAI improve
IDS transparency and security [6,7].

Figure 2: Intrusion Detection Using Explainable Artificial Intelligence (XAI)
This study proposes a hybrid IDS model integrating
Fuzzy C-Means with ML classifiers (LR, NB, SGD,

KNN) to improve scalability and detection accuracy
against changing threats. Using the NIDS dataset, it
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addresses IDS vulnerabilities to sophisticated attacks.
The study includes five sections: introduction,
related research (Section 2), methods and tools
(Section 3), modeling and results, and conclusions
(Section 5).

1. SYSTEMETIC LITERATURE REVIEW
(SLR):
Intrusion Detection Systems (IDS) are an integral
component of cybersecurity strategies, combining
various mechanisms to detect and prevent
unauthorized activities across networks. IDS can be
categorized into several types, including signature-
based IDS, which rely on a database of known
threats to detect malicious activities by matching
system activity patterns [8]. Behavior-based IDS, also
referred to as anomaly-based systems, detect
anomalies by comparing network behavior to
established norms [9]. Host-based Intrusion
Detection Systems (HIDS) monitor individual
endpoints or host-based systems, with a particular
focus on detecting anomalous behavior or suspicious
activities, which is especially useful in financial
institutions [10]. Network-based Intrusion Detection
Systems (NIDS) monitor traffic at key points in the
network, identifying suspicious activity by analyzing
network flow patterns [11]. Protocol-based IDS
analyze network protocols and headers to detect
unusual activity, while statistical IDS rely on
statistical analysis to identify deviations from
expected behavior [12, 13].
Wireless Intrusion Detection Systems (WIDS)
safeguard wireless networks by addressing the specific
security challenges unique to such environments [14].
Hybrid IDS combine multiple detection techniques
to improve accuracy, while signature-less IDS
leverage advanced methods like machine learning
and behavior profiling to identify novel threats
without relying on predefined signatures [15, 16]. In
cloud environments, Intrusion Detection and
Prevention Systems (IDPS) protect cloud resources
by detecting and mitigating threats targeting cloud
infrastructure [17]. Various ML techniques have
been applied to IDS. Linear regression is a
straightforward statistical method used to analyze
relationships between variables in network traffic
and operational irregularities. Logistic regression is
effective for binary classification tasks, making it

suitable for distinguishing between malicious and
normal network activity in IDS [18]. Despite its
simplicity, decision trees provide an intuitive
classification structure, though they may require real-
time parameter tuning to avoid overfitting [19].
Support Vector Machines (SVMs) generate
hyperplanes in high-dimensional spaces for binary
classification, offering robust generalization against
overfitting and handling both linear and non-linear
data efficiently [20]. Naïve Bayes classifiers, based on
Bayes’ theorem, offer probabilistic classification but
assume feature independence, which may limit
accuracy in some IDS applications [21]. The K-
Nearest Neighbors (KNN) algorithm, while
computationally intensive, excels in detecting
anomalies and classifying network traffic based on
similarity metrics [22]. Ensemble methods like
Random Forest combine predictions from multiple
decision trees, providing improved accuracy and
robustness in handling high-dimensional data [23].
The integration of machine-learning methods with
IDS marks a significant advancement in cybersecurity
by enhancing the detection of security threats [24].
Such models combine the strengths of multiple
machine-learning techniques, improving detection
rates and reducing false positives [25]. However,
challenges remain, particularly in the scalability and
performance of machine learning-based IDS in large-
scale networks. Moreover, adversarial machine
learning techniques, which automate evasion
strategies, pose a growing threat to machine learning-
based IDS, emphasizing the need for robust defenses.
Scalability issues, real-time processing demands, and
the need for continuous updates to combat evolving
threats highlight the complexities of integrating IDS
with machine learning [26]. Nevertheless, continued
research and innovation in this area hold promise
for the development of more effective and efficient
intrusion detection systems, as highlighted by recent
studies and surveys in the field [29]. By addressing
these challenges and leveraging advancements in
both machine learning and cybersecurity, researchers
can develop IDS solutions that enhance security
across a wide range of network environments.
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2. PROPOSED METHODOLOGY:
The creation of the breakdown structure described in
this section is known as the Intrusion Detection
System (IDS). The following are the steps involved:
1. Data is retrieved from Google Drive.
2. Preprocessing includes data cleaning,
Random Forest analysis, and Standard Scaler
normalization, converting variable frequencies into
standardized values.

3. Standardization ensures consistent input for
the model.
4. Fuzzy C-Means clustering enhances accuracy,
recall, precision, F1-score, sensitivity, and specificity.
5. The dataset is divided into 25% testing and
75% training. The final hybrid model integrates
Fuzzy C-Means clustering with LR, KNN, SGD, and
NB for intrusion detection.
Figure 3 illustrates the IDS Network Security
architecture.

Figure 3: Intrusion Detection System (IDS) Network Security Architecture
3.1. PREPROCESSING
The preprocessing stage is crucial for cleaning and
clustering data to extract relevant and meaningful
information. This stage ensures the quality of the
input data by applying data cleaning techniques,
standardization, and normalization. The clustering
process involves techniques like fuzzy c-means to
prepare the data for further classification.

Data Collection
The dataset used in this study is the Intrusion
Detection Systems (IDS) dataset, which was sourced
from Kaggle, a widely recognized platform for
machine learning datasets. This dataset was initially
utilized in a study conducted by Elzaridi et al [27]. It
comprises internet traffic logs collected by a cyber-
intrusion detection system, capturing traces of
network traffic influenced by cyberattacks, although

only partial evidence is available to confirm the
occurrence of these attacks. The dataset includes 42
attributes related to Internet of Things (IoT) devices
and consists of 25,192 entries. Among these, 13,449
entries represent normal network activity, while
11,743 entries correspond to anomalies linked to
computer virus-related defects or other cyber-
intrusion events [25].
Figure 4 provides a comparative analysis of the
frequency and distribution of cyber-intrusion events
within the dataset. Normal activity is represented by
a value of 0, while anomalies indicating cyber
intrusions are represented by a value of 1. This
comparative analysis offers valuable insights into the
patterns and prevalence of security breaches,
highlighting the dataset's significance for developing
an effective intrusion detection system.
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Figure 4: Facts of Cyber-Intrusion Assaults numbers
FEATURE SELECTION: In a machine learning
model, each input feature is assessed and assigned a
score based on its significance, reflecting how much
influence it has on the model's predictions. The
more vital the feature is to the outcome, the higher
the score it receives [32,33]. By retaining the features
with the highest scores and discarding those with
lower scores, which are deemed less influential, this
process helps reduce the model's dimensionality.
This reduction not only simplifies the model but also
enhances its overall performance and efficiency.
In this study, Recursive Feature Elimination (RFE)
was employed as the primary feature selection
method to identify the most critical attributes from
the Intrusion Detection Systems (IDS) dataset. RFE
iteratively eliminates the least important features,

leveraging advanced ML algorithms to evaluate the
applicable of every feature to the target variable.
Unlike traditional RFE methods, this approach
integrates predictive algorithms, improving both the
accuracy and interpretability of the model while
reducing computational overhead [35,36]. This
makes the hybrid Intrusion Detection System (IDS)
model more efficient for predicting network
intrusion attacks.

Table 1 presents the comprehensive scores for the
key IDS features, providing insights into their
relevance for intrusion detection. These critical
features are visually represented in Figure 5,
emphasizing their importance in identifying network
security threats.

Table 1: Intrusion Detection Systems (IDS) Feature Importance Dataset
Serial No. Features Features Importance Scores

1 dst_bytes 0.193906
2 src_bytes 0.151329
3 same_srv_rate 0.088118
4 diff_srv_rate 0.073638
5 dst_host_srv_count 0.068845
6 logged_in 0.055464
7 dst_host_same_srv_rate 0.052811
8 dst_host_same_src_port_rate 0.044682
9 dst_host_diff_srv_rate 0.042435
10 count 0.041681
11 dst_host_srv_serror_rate 0.026889
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Figure 5: Intrusion Detection Systems (IDS) Feature Importance Dataset

FUZZY C-MEANS CLUSTERING METHOD.
Clustering assigns data based on proximity to
centroids. FCM refines datasets, creating a
membership matrix for three clusters, enhancing IDS

analysis. Figures 6 and 7 show results, IDS data
points, feature values, and cluster labels in two Fuzzy
C-Means clusters.

Figure 6: Three Clusters of Fuzzy C-Means (IDS) Figure 7: Average of Squared Fault Line Chart with
Fuzzy C-Means

Clustering feature detection is evaluated using a
variety of clustering techniques, with performance
dignified by key metrics such as F-measure, recall,
and precision. The system’s deviation from
predefined criteria is assessed, categorizing results as
legitimate, suspicious, or unlawful. This approach
classifies the data based on established standards,
offering a comprehensive evaluation of the system's
capacity to distinguish and identify different types of
outcomes. By leveraging these metrics and
classification techniques, the system's effectiveness in
detecting and categorizing anomalies is thoroughly
assessed.

3.2 CLASSIFICATION
Data classification involves using training data to
categorize information into distinct groups or classes.
The optimal classifier for a given dataset is
determined through supervised learning techniques.
Multiple tests are conducted to compare and assess
the work performance of several categorization
algorithms. This approach ensures the preference of
the most effective classifier for the dataset, enabling
accurate and reliable predictions. By evaluating
different algorithms, the process helps identify the
algorithms that provides the good results in terms of
classification efficiency and accuracy [38, 39].
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Stochastic Gradient Descent (SGD) Algorithm.
SGD optimizes ML models efficiently, preventing
local minima and reducing overhead. Figure 8 shows

its confusion matrix, while the Receiver Operating
Characteristic (ROC) curve enhances performance
evaluation [40,41].

Figure 8: Confusion Matrix Stochastic Gradient Descent
(SGD) Algorithm

Figure 9: Shows ROC Curve for SGD

Logistic Regression (LR) Algorithm. Logistic
Regression (LR) uses the Sigmoid function for
classification, optimizing predictions iteratively.

Figures 10 and 11 show its confusion matrix and
ROC accuracy.

Figure 10: Confusion Matrix Algorithm for Logistic
Regression (LR)

Figure 11: illustrates the Logistic Regression (LR)
Receiver Operating Characteristic (ROC) Curve.

K-Nearest Neighbors (K-NN) Algorithm. K-NN
categorizes data according to proximity, handling
numerical and categorical data without spatial

assumptions. It maps data in multidimensional space,
predicting labels effectively. Figure 12 shows its
confusion matrix.
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Figure 12: Confusion Matrix Algorithm for K-nearest-
neighbors (K-NN)

Figure 13: Shows ROC Curve for K-NN

The confusion matrix and ROC curve K-NN
performance, shows prediction in (Figure 13).
Naive Bayes (NB) Algorithm. Naïve Bayes is a
probabilistic classifier based on Bayes' Theorem,

efficient for large datasets and text classification [34].
It assigns class labels by calculating probabilities,
ensuring accurate predictions. Figure 14 illustrates
the classification results.

Figure 14: Confusion Matrix Algorithm for Naive Bayes
Figure 15: Shows ROC Curve for Naive Bayes

The Receiver Operating Characteristic (ROC)
analysis optimizes classifier thresholds. Figure 15
shows NB precision in class prediction.

3. RESULTS AND DISCUSSION:
The study assesses hybrid algorithms for IDS
prediction and classification. The table below
displays the accuracy of the tested hybrid models.

Table 2: Accuracy of Hybrid Algorithms for Intrusion Detection Systems (IDS)

Hybrid Algorithm Accuracy of Algorithms

Stochastic Gradient Descent (SGD) Proposed Method 99.6506 %

Logistic Regression (LR) Proposed Method 99.6348 %
K-Nearest Neighbours (K-NN) Proposed Method 99.5554 %
Naive Bayes (NB) Proposed Method 97.0784 %
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The results indicate that hybrid algorithms exhibit
varying effectiveness in predicting network intrusion
attacks. Among the combinations tested, the fusion
of Fuzzy-C-Means and Stochastic Gradient Descent
(SGD) achieved the highest accuracy at an impressive
99.6506%. This outcome demonstrates the power of
combining these algorithms, resulting in a highly
accurate model for forecasting network intrusions.
Following closely, the combination of Logistic
Regression (LR) and Fuzzy-C-Means secured the
second-highest accuracy at 99.6348%, while the
pairing of Fuzzy-C-Means and K-Nearest Neighbors

ranked third with an accuracy of 99.5554%. The
Fuzzy-C-Means and Naive Bayes (NB) hybrid
achieved the fourth-highest accuracy at 97.0784%.
These findings emphasize the potential of hybrid
algorithms in significantly enhancing the
performance and efficiency of IDS, highlighting the
importance of integrating multiple algorithms to
improve predictive proficiency.
The performance of combined algorithms in
forecasting cyberattacks is evaluated using several key
parameters.

Table 3: IDS Parameter Score with Various Algorithm Combinations
S/No. Parameter

Scores
Fuzzy C-Means,

SGD
Fuzzy C-Means,

LR
Fuzzy C-Means, KNN

Fuzzy C-Means,
NB

1 Precision 0.99457257 0.99613041 0.99537098 0.97068911
3 F1-Score 0.99487676 0.99631670 0.99551558 0.97051135
2 Recall 0.99520583 0.99651169 0.99566534 0.97034083
4 Sensitivity 1.0 1.0 1.0 1.0
5 Specificity 1.0 1.0 1.0 1.0

The performance of combined algorithms in
forecasting cyberattacks is evaluated using several key
parameters. When Naive Bayes (NB) and Fuzzy C-
Means were paired, the model achieved a precision
of 0.97068911, perfect specificity of 1.0, F1 score of
0.97051135, and a recall of 0.97034083 with
sensitivity of 1.0. This demonstrates the balanced
performance of this combination in detecting cyber
threats. The pairing of Fuzzy C-Means and K-Nearest
Neighbors outperformed others with a recall value of
0.99566534, F1 score of 0.99551558 and precision
of 0.99566534. It also achieved a specificity of 1.0
and perfect sensitivity, showcasing its robust
detection capabilities. Similarly, the combination of
Logistic Regression (LR) and Fuzzy C-Means yielded
a recall of 0.99651169, specificity of 1.0, F1 score of
0.99631670 and precision of 0.99613041. This
indicates high reliability and accuracy in cyberattack
prediction. Lastly, the Stochastic Gradient Descent
(SGD) and Fuzzy C-Means hybrid model achieved a
recall of 0.99520583, specificity of 1.0, precision of
0.99457257, and an F1 score of 0.99487676, further
emphasizing the effectiveness of combining these
algorithms. These parameter values highlight the
powerful capabilities of hybrid models in improving

the accuracy and reliability of cyberattack detection,
reinforcing their potential for robust threat
forecasting.

4. COMPARATIVE ANALYSIS
The comparative study in Table 4 shows the results
of the suggested approach as well as the performance
of different algorithms as documented in earlier
research. While Hassan et al. [19] reported an
accuracy of 89% with Logistic Regression (LR),
Heidari et al. [18] obtained a 92% accuracy with the
Random Forest approach. Alkasassbeh et al. [20]
used the K-Nearest Neighbors (K-NN) algorithm and
showed a 91% accuracy rate. On the other hand, the
suggested approach significantly outperforms all
tested algorithms. In particular, the Stochastic
Gradient Descent (SGD) attained a remarkable
accuracy of 99.6506%, closely followed by K-NN at
99.5554% and Logistic Regression at 99.6348%. In
the suggested method, even Naive Bayes, which is
usually regarded as a simpler model, achieved a high
accuracy of 97.0784%. These results clearly indicate
that the proposed method is highly efficient and
accurate, significantly outperforming existing
techniques in the literature.
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Table 4: Algorithms Comparison Across Various Studies
Hybrid Algorithm Accuracy of Algorithms

Heidari et al. [18] Random Forest 92%
Hassan et al. [19] Logistic Regression (LR) 89%
Alkasassbeh et al. [20] K-Nearest Neighbors (K-NN) 91%
Stochastic Gradient Descent (SGD) Proposed Method 99.6506 %
Logistic Regression (LR) Proposed Method 99.6348 %
K-Nearest Neighbours (K-NN) Proposed Method 99.5554 %
Naive Bayes (NB) Proposed Method 97.0784 %

Figures 16 and 17 showcase the accuracy levels of
various algorithm pairings within a hybrid
framework for cyberattack detection. The pairings
display a remarkable range of accuracy from 97.07%
to 99.6506%, with the highest accuracy of 99.6506%
achieved by combining Fuzzy C-Means with SGD.
The combination of Logistic Regression (LR) and
Fuzzy C-Means secured an accuracy of 99.6348%,

while the Fuzzy C-Means and K-Nearest Neighbors
(K-NN) combination reached 99.5554%. Lastly, the
Naive Bayes (NB) and Fuzzy C-Means hybrid
achieved an accuracy of 97.0784%. These figures
clearly illustrate how hybrid algorithms significantly
enhance the effectiveness of cyberattack detection
systems, offering a powerful tool for improving
accuracy in predictive models.

Figure 16: Combination of Algorithms Model Accuracy Based
on Network IDS

Figure 17: Combination of Algorithms Parameter Score
for Network IDS

This study compared the accuracy of our Intrusion
Detection Systems (IDS) with a hybrid model using
the NIDS dataset against various accuracy levels from
reference publications. The hybrid model achieved
accuracy surpassing all these benchmarks. To
completely comprehend each model's performance,
additional examination of the experimental setup,
feature selection techniques, and evaluation
methodologies is required.
The efficiency of an IDS in detecting and minimizing
network invasions is demonstrated by the study's
experimental results. The IDS has the ability to
greatly enhance security measures, as evidenced by its
excellent performance across a number of evaluation
criteria. The study does, however, admit its
shortcomings in simulating real-world situations,

inherent biases in evaluation processes, and
difficulties with generalizability and scalability. To
increase the precision and effectiveness of IDS,
future studies should concentrate on refining ML
techniques, such as reinforcement learning and deep
learning. In order to produce creative ideas and
solutions to growing cyberthreats, the study also
highlights the significance of interdisciplinary
collaboration among experts in network engineering,
cybersecurity, and information science.

5. CONCLUSION:
This study develops a robust Intrusion Detection
System (IDS) utilizing machine learning algorithms,
with an emphasis on feature selection and ensemble
learning. The experiments replicated real-world
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cyber-attacks, assessing the IDS's effectiveness in
detecting various network intrusions. Models like
Logistic Regression (LR), K-Nearest Neighbors
(KNN), Stochastic Gradient Descent (SGD), and
Naïve Bayes (NB) were explored, providing insights
into their strengths and limitations. A hybrid model
combining Fuzzy C-Means clustering with these
algorithms achieved remarkable performance, with
SGD and Fuzzy C-Means reaching 99.6506%
accuracy. The study highlights the importance of
integrating algorithms to enhance IDS reliability.
Future studies should concentrate on improving
feature selection, real-time detection, scalability, and
adversarial robustness. Additionally, integrating IDS
with security orchestration platforms can improve
overall security. These advancements will help
advance the field of intrusion detection, contributing
to a safer digital landscape.
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