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Abstract
Skin disorders are serious health issues that impact people of all ages, and many
of them still lack a proven treatment. The diagnosis and classification of skin
diseases could be greatly enhanced by recent developments in artificial intelligence
(AI), especially through deep learning techniques. Early diagnosis made possible
by these methods can improve patient outcomes and survival rates. Deep learning
models are more effective and possibly more accurate than traditional machine
learning techniques since they require less operator involvement for feature
extraction. Common inflammatory skin conditions like eczema are typified by
dry, itchy, and irritated skin areas. Although the precise etiology of eczema is still
unknown, a mix of environmental and genetic factors are thought to be
responsible. Convolutional Neural Networks (CNNs) are a specific kind of
artificial neural network made to interpret structured grid data, like pictures. It is
an essential part of contemporary artificial intelligence (AI) and has transformed
a number of domains, including computer vision, by making precise and effective
picture processing possible. This study compares many pre-trained deep learning
models in terms of improved performance and offers a suggested model method for
the classification of eczema conditions. A specially created dataset of eczema
photos with two distinct classes—each of which shows how the condition varies
from the other—was used to train the machine. Using the suggested methodology,
this study successfully classified two forms of eczema with a 97% accuracy rate.
In addition to dermatologists and primary care professionals, scientists in the
relevant field can utilize this method to reliably classify eczema.

Keywords
Classification, AI, Deep Learning
pre-trained models, Convolutional
Neural Network, Eczema, VGG,
Resnet

Article History
Received on 17 March 2025
Accepted on 17 April 2025
Published on 26 April 2025

Copyright @Author
Corresponding Author: *
Ahmad Bilal
ahmedbilal60@yahoo.com

INTRODUCTION
The majority of skin problems have little effect on
death rates, while being among the most common
diseases. However, skipping or delaying medication
can result in a worse quality of life. Skin conditions
are regarded as the fourth most common cause of
impairment globally, excluding mortality. Skin
disorders are a major public health concern and can
significantly lower a person's quality of life. The
World Health Organization (WHO) estimates that
skin issues affect 1.8 billion people globally at any
given time, making them a major health concern [1].
The correct and timely diagnosis is crucial for

managing skin issues, preventing serious
complications, and improving patients' quality of life.
In computer science research, the identification of
skin diseases has received a lot of interest. The most
prevalent chronic skin condition, eczema, affects
millions of individuals worldwide. Recently,
dermatologists have investigated image processing
and artificial intelligence as technical means of
autonomously diagnosing skin conditions. The
development and evaluation of deep learning models
using medical images for the early diagnosis of
eczema are thoroughly examined in this thesis.
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Classical machine learning algorithms were applied
to diagnose skin illnesses in a variety of ways,
including the work of [2]. However, [3–7] used a
range of Deep Learning methods to classify skin
conditions. The diagnosis of eczema has been the
focus of only few recent investigations, such as those
by [8–11]. Due to their similar looks, it can be
challenging to differentiate between different types
of eczema. Machine learning is a very time-
consuming process when working with big datasets.
Deep learning mitigates the problems that standard
methods face. It is challenging to increase accuracy in
Deep Learning while working with medical imagery.
The more photographs there are, the better the
machines work.

1. Literature Review
A crucial part of this research project is the literature
evaluation, which offers a thorough summary of the
body of knowledge on topics like CNN transfer
learning, deep learning in medical image analysis,
eczema classification methods, and related studies.
Around the world, eczema, a chronic skin disease, is
a serious health issue. Improving patient outcomes
greatly depends on early diagnosis. New
developments in machine learning and medical
imaging have demonstrated great promise for
improving the precision and effectiveness of eczema
classification. In order to understand the state of the
art in eczema classification, this chapter will examine
and summarize the pertinent literature, paying
particular attention to deep learning techniques and
the application of transfer learning in CNN
architectures. We can determine the advantages,
restrictions, and areas in need of further research in
this sector by looking at earlier studies and
methodologies. Our own deep learning model for
eczema categorization will be developed and
implemented with the knowledge gathered from this
literature research. We seek to lay a solid foundation
for our research by carrying out an exhaustive
literature analysis, making sure that our suggested
approach is in line with the state-of-the-art at the
moment. Our own deep learning model will be
developed and implemented using the
recommendations from this review, which will allow
us to significantly advance the field of eczema
classification. This section describes some earlier

research on eczema disorders that used various
methods for identifying and categorizing. AL Enezi
[31] proposed a skin disease detection method. His
method includes image processing technique, and
for detection, he used Machine Learning. The
dataset was created by collecting images from the
internet. The dataset had 100 images of normal skin
and three types of skin diseases where 80 images
were used for training and 20 images for validation.
He extracted features from pre-trained Alex Net
model, and then classification was done by using
SVM. Three different skin diseases were detected
with 100% accuracy. They used an imbalanced
dataset in this research, which resulted in over fitting
and acquiring an irrelevant accuracy. To categorize
skin lesions, Pham et al. [32] used a Deep CNN with
Data Augmentation. Images from several sources,
such as the ISBI Challenge, ISIC Archive, and PH2
dataset, were combined to produce their dataset. To
determine the effect of data augmentation, they used
InceptionV4 as the model architecture and assessed
its performance using Support Vector Machine
(SVM), Random Forest (RF), and Neural Network
(NN) classifiers. With an accuracy of 89%, there is
yet opportunity for growth. Improving the quality of
the dataset may result in increased accuracy. Adegun
et al. [33] made a substantial contribution to the
study of skin disorders by creating a deep
convolutional neural network-based system for
separating melanoma from non-melanoma lesions.
In a similar vein, Srivastava et al. [34] suggested a
segmentation algorithm that uses image processing
methods to identify skin that has eczema. Their
algorithm, however, is unable to distinguish between
various forms of eczema. A different study [35] uses
supervised learning to automatically classify eczema.
The input photos were first subjected to
segmentation and image preprocessing. They then
refined them using a feature selection approach after
extracting important aspects including color, size,
intensity, and texture. Lastly, a Support Vector
Machine (SVM) was used for classification, and the
accuracy was 84.43%. In order to detect eczema,
Jardeleza et al. [36] used SVM for classification and
the gray-level co-occurrence matrix for feature
extraction. They used the CIELAB color model and
K-means clustering to locate the eczema-affected area
after first identifying the skin region using the
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YCbCr color model. SVM was then used to classify
the retrieved gray-level features, yielding an overall
accuracy of 83.33%. In their proposed skin disease
detection method, Balaji et al. [37] used a Naïve
Bayes classifier for classification and the dynamic
graph cut method for segmentation. They obtained a
72.7% diagnosis accuracy rate. A deep learning
model was presented by Choudhary et al. [38] for the
detection of skin lesions. Their method involved
segmenting skin lesions after preprocessing input
photos with median filters. The segmented images
were then subjected to a variety of handmade feature
extraction approaches, such as RGB color models
and Discrete Wavelet Transform (DWT). Ultimately,
a deep learning model was used for classification,
with a maximum accuracy of 84.45%. An attention-
based CNN model named "Eff2Net" was presented
by Karthik R et al. [39] for the categorization of skin
diseases. They optimized the input photos for the

deep learning model by preprocessing and
augmenting them. They then used Eff2Net, their
proprietary deep learning architecture, to achieve an
accuracy of 84.70% in the final classification. In
order to identify skin affected by eczema, Srivastava
et al. [40] created a segmentation system that
incorporates image processing techniques. Their
algorithm, however, cannot distinguish between
different forms of eczema.

2. Methodology
An extensive summary of the model architecture
details created for the categorization of skin disease is
given in this section. Every model architecture is
meticulously crafted to effectively extract and
assimilate pertinent information from the input
photos, hence facilitating precise differentiation
between types of eczema.

Figure 1: Proposed Methodology
2.1 Dataset Details
We have gather a varied dataset of eczema photos,
making sure that the images include a range of
eczema types and appearances. We will merge two
distinct datasets, from Kaggle, combining 2 types of
eczema. DermNet is an open-access dataset
comprising approximately 23,000 images, collected
and annotated by the DermNet Skin Disease Atlas. It
includes diagnoses for 23 primary disease categories,

which are further classified into 642 subcategories
[30]. However, the dataset contained some duplicate,
empty, and irrelevant subcategories. After refining
the data, 21,844 images across 622 subcategories
were retained. Our dataset is combined from these
two datasets available on the internet, Dermnet and
Skin Diseases image dataset. Our dataset has two
different classes of eczema types.
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Figure 2: Dataset Details
2.2 Data Preprocessing
Preprocessing procedures for the gathered dataset
will involve picture standardization, and feature
enhancement for optimal Eczema classification. The
dataset received extensive preprocessing before the
models were trained. First, the photos were
examined, and any noisy or unnecessary samples
were eliminated. The images then underwent resizing
and cropping to maintain a standard dimension of
224 by 224 pixels, guaranteeing alignment with the
chosen pre-trained models. A variety of data
augmentation techniques, such as random zooming,
flipping the horizontal and vertical axis, and random
rotations, were used to enhance the dataset and
increase its diversity.

3. Model Development
A suitable deep learning framework will be used to
implement the selected deep learning architectures.
The models will be trained on the prepared dataset
using methods like transfer learning and
performance fine-tuning. The capacity of the trained
models to distinguish between eczema and its
type will be tested using a variety of performance
indicators.

4. Model Architecture
An extensive summary of the architecture details of
the models created for the categorization of skin
disease Eczema is given in this section. To accurately

classify eczema, each model architecture is
meticulously crafted to extract and assimilate
pertinent elements from the input photos.

5. VGG-16
Simonyan and Zisserman developed the well-known
deep convolutional neural network architecture
VGG16. It has performed exceptionally well in a
range of computer vision tasks. This design, which
has 16 weight layers, is highly renowned for its
enhanced image classification. Thirteen
convolutional layers and three fully linked layers
make up VGG16. With a 224x224 pixel fixed input
size, the network shows a simple yet very efficient
design. Multiple convolutional layers are piled on
top of one another in the design, giving the network
an increasingly deeper and more complicated
structure. VGG16's widespread usage of 3x3
convolutional filters throughout the network is one
of its unique features. The network gains proficiency
in identifying local and global features found in the
input images by employing these tiny filters. This
method improves the network's capacity to identify
complex linkages and patterns in the data. Owing to
its exceptional performance, ease of use, and efficacy,
VGG16 has gained popularity in a number of
computer vision applications, such as object
recognition and image categorization. Its success and
widespread adoption in the deep learning field can
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be attributed to its strong design and powerful
feature extraction capabilities.

6. Proposed Model
He et al. created ResNet50, a 50-layer deep neural
network design. By adding residual connections, it
solves the difficulties associated with training highly
dense networks.

The network can avoid the vanishing gradient
problem and learn residual mappings attributable to
these connections. ResNet50 features a 224x224
pixel input size and uses 1x1, 3x3, and 5x5
convolutional filters. It has succeeded in a number of
computer vision tasks and has greatly advanced the
science of deep learning

Figure 3: Base Model
The five stages of neural layers that comprise the
suggested model are the input layers, convolutional
layer (Convo + ReLu), pooling layer, fully connected
layer, and output layer. An example of the proposed
model architecture was presented. A three-
dimensional matrix (Width × Height × Dimension)
is sent to the model's input layer. The dimension of

the input layer indicates the number of picture
channels. For a grayscale image, the dimension is one,
and for an RGB image, it is three. A 256 × 256 × 3
input image is sent to the input layer, the model's
initial layer. The convolutional layer then receives
the input image and applies filters to the original
images.

Figure 4: Optimized Layers
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7. Model Summary
The table below outlines the configurations used for the Proposed Model.

Table 1: Model Summary
8. Model Implementation
The model is trained using the training set and the
fit() algorithm. The training data, the number of
epochs, and the batch size are the parameters for this
function. During training, the weights of the model
are iteratively adjusted in response to the computed
loss. After training, the model's performance on the
validation set is evaluated using a variety of metrics,
such as accuracy, precision, recall, and F1 score.
These metrics provide insight into the model's
overall effectiveness and ability to correctly categorize
the aforementioned illness.

9. Model Evaluation
We thoroughly assess each trained model's
performance in this part by taking into account a
number of evaluation indicators. These
measurements offer important information on how
well the models classify skin lesions. The evaluation
metrics listed below are frequently used in our
research.

a. Accuracy
A key evaluation statistic that gauges how accurate
the model's predictions are overall is accuracy. Out
of all the samples in the test set, it determines the
proportion of correctly identified samples. When it
comes to accurately categorizing both types of
Eczema, a model with a greater accuracy value is
more accurate. Since FP stands for False Positives,
FN for False Negatives, TP for True Positives, and

TN for True Negatives, the mathematical formula for
accuracy is:

b. Precision
A measure called precision assesses the percentage of
accurately predicted positive samples among all
samples that were projected to be positive. It aids in
evaluating the model's resistance to false positives,
which occur when an Eczema is mistakenly classified
as Atopic Dermatitis. A lower rate of false positives is
shown by a greater accuracy score, suggesting that the
model produces more dependable positive
predictions. The definition of precision in
mathematics is:

c. F1 Score
The F1 score, a single metric that combines precision
and recall, offers a fair evaluation. It provides a
comprehensive evaluation of the model's
performance and is the harmonic mean of recall and
precision. The F1 score is particularly useful when
dealing with unbalanced datasets that have
significant variances in the number of samples in
each class. The following is a mathematical
expression for the F1 score:
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d. Confusion Matrix
A classification model's performance is tabulated in
the confusion matrix, which displays the numbers of
false positives (FP), false negatives (FN), true positives
(TP), and true negatives (TN). It offers a thorough

evaluation of the model's predictions, enabling a
breakdown of the many kinds of mistakes it has
made. The definition of the confusion matrix in
mathematics is as follows:

Figure 5: Confusion Matrix
10. Graphical Results
It can be inferred from the evaluation metrics and
results that Modified Resnet-50 had the best accuracy,
demonstrating its greater capacity to distinguish
between photos of atopic dermatitis and nummular
eczema. Both models, however, have advantages and
disadvantages, and the ideal model will ultimately

depend on the particular needs and trade-offs that
are required for your project. It's critical to take into
account the limitations of these findings. The
amount and quality of the dataset, the particulars of
the implementation, and any presumptions made
during the training and assessment phases can all
have an impact on the models' performance.

Figure 6: Comparison between two CNN architectures
11. Model Accuracy
The assessment of these models advances the
identification of melanoma and offers insightful

information about how well they work. Below are the
graphs that shows the model’s overall accuracy in
classifying between the two types of Eczema.

Figure 6(a) VGG- 16 Model Accuracy Figure 7(b) Proposed Model Accuracy
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12. Conclusion
Despite the fact that the assessed models have
demonstrated encouraging outcomes in the
identification of Eczema, it is critical to recognize
their shortcomings and pinpoint possible areas for
development. Among the main restrictions and
potential avenues for further study are:

a. Limited data
The amount of the dataset utilized for training and
evaluation may have had an impact on the models'
performance. The generalization and robustness of
the models may be enhanced by a bigger and more
varied dataset.

b. Interpretability
Due to their complex architectures, deep learning
models are commonly thought of as opaque.
Building trust and encouraging the use of these
models in clinical settings can be achieved by looking
into ways to make them easier to understand and
comprehend.
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