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Abstract
Many computer vision applications rely on matching key points between images.
Over recent decades, advancements in key-point detection algorithms have
significantly improved both robustness and speed. However, there is an ongoing
need for more compact descriptors and faster methods with higher classification
accuracy. This work addresses this need by introducing a novel algorithm that
formulates both a key-point detector and descriptor based on prominent image
features.
The proposed detector focuses on identifying intensity-based corners and edges
within grayscale images. This process involves detecting connected regions by
analyzing pixel intensity ranges. Once bright and dark regions are identified, pixel
intensities are sorted accordingly. Symmetric sampling is then applied after cascade
matching, utilizing 128-bit descriptors. Isotropic and anisotropic filtering
techniques are applied to the maximum filter response of the grayscale image. To
normalize the descriptors, L2 normalization is performed on the RGB query
image.
The resulting feature vectors are spatially organized, and Principal Component
Analysis (PCA) is applied to reduce their dimensionality. To improve search
efficiency, indexing and searching are performed based on a visual words
representation of the database of visual features. The proposed method was
evaluated using two datasets, Caltech-256 and Corel-1000, and compared to the
standard HOG detector and descriptor. Experimental results show significant
improvements in both average precision and average recall for the proposed
method.
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INTRODUCTION
The rapid expansion of multimedia databases and
the increasing availability of high-bandwidth
communication have led to the development of
Content-Based Image Retrieval (CBIR) systems.
CBIR allows users to search for images based on
their visual content rather than relying on metadata

or text-based tags. One of the primary challenges in
designing a CBIR system is determining the
appropriate image features for indexing and retrieval.
In large image databases, retrieval based on content
involves searching for images by comparing their
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visual features, such as shape, texture, and color.
CBIR can be broken down into two key stages:

1. Indexing Stage: Images in the database are
stored in an organized manner. This phase involves
extracting and cataloging image features (e.g., color,
texture, shape) and storing them in an index, which
links the features to the respective image in the
database.

2. Retrieval Stage: When a user queries the
system, images are retrieved based on a similarity
measure between the query and the images in the
database. The features of the query image are
compared with those in the indexed database to
retrieve the most similar results.
In traditional image retrieval methods, Text-Based
Image Retrieval (TBIR) is used, where images are
indexed using manually assigned keywords or tags.
Search engines like Google and AltaVista employ
TBIR by searching for text surrounding images, such
as labels or captions. However, this approach has
significant limitations. It often leads to difficulties in
handling large image datasets and may not accurately
capture the visual content of images. Different users
can interpret the same image in various ways, leading
to inconsistencies in search results.
In the 1990s, CBIR systems were introduced to
overcome these limitations by using visual content to
index and retrieve images. Unlike traditional text-
based systems, CBIR directly analyzes and extracts
features from the image itself. The key difference lies
in how images are indexed and retrieved: CBIR
systems focus on visual characteristics, while
traditional systems rely on textual descriptions or
keywords. However, retrieval results in CBIR are
often not perfect matches but rather images that
share visual similarities with the query.
Unlike traditional search methods that require exact
matches, CBIR employs similarity measures, allowing
for more flexible and efficient searches. Users may
have different interests or perspectives on an image,
and CBIR systems can retrieve various parts of the
image that are most relevant to their query.
In terms of image search, manual keyword
assignment is still common, but human perception
of image content can vary, and textual descriptions
are often inadequate or subjective. For instance, text

descriptions cannot always accurately convey the
texture or color of an image, and synonyms in image
annotations can cause searches to miss relevant
results. Furthermore, some images, such as those
captured by surveillance cameras, may lack
descriptive metadata entirely.
To address these limitations, CBIR systems
automatically extract image features—such as color,
texture, and spatial relationships between objects—
and store them in a structured database for retrieval.
The main goal of CBIR is to improve the efficiency
of image indexing and retrieval by relying on the
image's intrinsic properties rather than external
annotations. One of the primary tasks of CBIR is
feature extraction, where characteristics like pixel
values are compared to quantify image similarity.
These comparisons allow the system to retrieve
visually similar images based on computed
differences between their features.
Among the various visual properties used in CBIR,
color plays a crucial role because it remains
consistent across different scales and transformations.
Despite this, human perception of visual content
may still vary, and different users may find different
parts of the image relevant. Nonetheless, CBIR
continues to evolve as a powerful tool for efficient
and content-based image retrieval.
The rapid expansion of multimedia databases and
the increasing availability of high-bandwidth
communication have led to the development of
Content-Based Image Retrieval (CBIR) systems.
CBIR allows users to search for images based on
their visual content rather than relying on metadata
or text-based tags. One of the primary challenges in
designing a CBIR system is determining the
appropriate image features for indexing and retrieval.
In large image databases, retrieval based on content
involves searching for images by comparing their
visual features, such as shape, texture, and color.
CBIR can be broken down into two key stages:

1. Indexing Stage: Images in the database are
stored in an organized manner. This phase involves
extracting and cataloging image features (e.g., color,
texture, shape) and storing them in an index, which
links the features to the respective image in the
database.
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2. Retrieval Stage: When a user queries the
system, images are retrieved based on a similarity
measure between the query and the images in the
database. The features of the query image are
compared with those in the indexed database to
retrieve the most similar results.
In traditional image retrieval methods, Text-Based
Image Retrieval (TBIR) is used, where images are
indexed using manually assigned keywords or tags.
Search engines like Google and AltaVista employ
TBIR by searching for text surrounding images, such
as labels or captions. However, this approach has
significant limitations. It often leads to difficulties in
handling large image datasets and may not accurately
capture the visual content of images. Different users
can interpret the same image in various ways, leading
to inconsistencies in search results.
In the 1990s, CBIR systems were introduced to
overcome these limitations by using visual content to
index and retrieve images. Unlike traditional text-
based systems, CBIR directly analyzes and extracts
features from the image itself. The key difference lies
in how images are indexed and retrieved: CBIR
systems focus on visual characteristics, while
traditional systems rely on textual descriptions or
keywords. However, retrieval results in CBIR are
often not perfect matches but rather images that
share visual similarities with the query.
Unlike traditional search methods that require exact
matches, CBIR employs similarity measures, allowing
for more flexible and efficient searches. Users may
have different interests or perspectives on an image,
and CBIR systems can retrieve various parts of the
image that are most relevant to their query.
In terms of image search, manual keyword
assignment is still common, but human perception
of image content can vary, and textual descriptions
are often inadequate or subjective. For instance, text
descriptions cannot always accurately convey the
texture or color of an image, and synonyms in image
annotations can cause searches to miss relevant
results. Furthermore, some images, such as those
captured by surveillance cameras, may lack
descriptive metadata entirely.
To address these limitations, CBIR systems
automatically extract image features—such as color,
texture, and spatial relationships between objects—
and store them in a structured database for retrieval.

The main goal of CBIR is to improve the efficiency
of image indexing and retrieval by relying on the
image's intrinsic properties rather than external
annotations. One of the primary tasks of CBIR is
feature extraction, where characteristics like pixel
values are compared to quantify image similarity.
These comparisons allow the system to retrieve
visually similar images based on computed
differences between their features.
Among the various visual properties used in CBIR,
color plays a crucial role because it remains
consistent across different scales and transformations.
Despite this, human perception of visual content
may still vary, and different users may find different
parts of the image relevant. Nonetheless, CBIR
continues to evolve as a powerful tool for efficient
and content-based image retrieval.

1. Related work
Content-Based Image Retrieval (CBIR) research can
be classified into two main categories based on the
types of features used for image retrieval: shape,
texture, color, and region-based features. The current
trend in CBIR focuses on extracting visual image
features for more effective retrieval.
In [17], a study on content-based image retrieval
using color histograms is presented. The authors
used color histograms to retrieve similar images and
implemented techniques to accelerate retrieval, such
as projecting images and employing precise image
matching. To improve search speed, they indexed the
images in vector space, which enhanced the retrieval
performance.
In [18], an Interactive Genetic Algorithm (IGA) was
proposed to minimize the semantic gap between the
retrieval results and user expectations. The authors
utilized the HSV (Hue, Saturation, Value) color
space, which is more aligned with human color
perception by separating luminance from
chrominance components. They also explored
recurrence matrices and border histograms for better
image retrieval performance.
Another study in [19] introduced a clustering
technique combined with image mining to improve
retrieval speed. The approach focused on the RGB
color space, utilizing fuzzy C-means clustering to
optimize image categorization. This method is aimed
at reducing data loss during image retrieval.
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A module descriptor in CBIR can significantly
influence retrieval accuracy because it serves as a key
feature for understanding objects in an image.
Various extraction methods, such as mold-based and
region-based shape extraction, are used. The mold-
based method focuses on the outer boundary, while
the region-based method considers the entire image
area [20]. Additionally, wavelet decomposition has
been applied in some CBIR systems to enhance
performance, with fuzzy series fitting used to filter
out irrelevant images. After filtering, the remaining
images are compared to the query image to retrieve
the most relevant results.
Texture, though not precisely defined, plays an
important role in human image interpretation. It
measures properties like roughness, smoothness, and
symmetry. Texture can be analyzed using three
primary methods: structural, statistical, and spectral.
The structural method analyzes small patterns within
the image, the statistical method uses statistical
measures, and the spectral method applies frequency-
domain filters. However, the structural method has
limitations, especially in the context of natural
systems that include irregular shapes [21, 22].
Furthermore, texture-based image retrieval has faced
challenges, particularly with scaled or structured
images, resulting in suboptimal performance due to
high computational complexity.
In [23], the authors compared the performance of
Gabor wavelets with traditional orthogonal wavelet
functions for large structured image datasets. Gabor
wavelets were found to be more effective in terms of
overall performance. However, traditional
orthogonal wavelets are not well suited for image
decomposition in CBIR systems.
A CBIR system discussed in [24] extracts both
structural and chromatic features from images using
color histograms and Gabor filters. The system
combines these features in linear combinations for
image retrieval. This approach is computationally
intensive, but it has demonstrated good results in
retrieving images based on texture, color, and
structural features.
In [25], a system was proposed for image retrieval
based on color histograms. This method improves
retrieval performance under transformations like
rotation and flipping. Another technique discussed
in [26] employs color distribution and pixel

difference analysis for image retrieval. This approach,
based on the K-means clustering algorithm, showed
strong results across multiple image databases.
Importantly, it remains unaffected by image
displacement and rotation, but real-time analysis in
dynamic environments still poses challenges.
In [27], a novel approach was presented that
combines color histograms, texture consistency, and
invariant moments to retrieve images based on edge
regularity. The method was evaluated using precision
and recall metrics, but environmental factors such as
fog, snow, or precipitation were found to degrade
surveillance image quality, impacting retrieval
accuracy.
A CBIR model introduced in [28] combines Gabor
filters and 3D histograms for feature extraction.
Gabor filters capture texture features, while the 3D
histogram is used to extract color features. The
system leverages genetic algorithms to fine-tune the
process. However, traditional methods often suffer
from the "curse of dimensionality," leading to
increased computational requirements and decreased
performance. The efficiency of a CBIR system is
often limited by the image descriptors used for
retrieval, such as distance metrics, color descriptors,
texture consistency, and shape descriptors [29].

2. Method & material
This study presents an efficient image retrieval
system based on the Bag-of-Words (BOW) model.
Initially, key regions of interest in each image from
the database are identified using an affine-invariant
detector. A fast binary descriptor is then applied to
establish correspondences between points in the
images. Descriptors are extracted from regions of
varying sizes and subsequently reduced in
dimensionality using Principal Component Analysis
(PCA) [30]. To generate a feature vector, the query
image is spatially organized to capture color-based
features. A visual vocabulary is constructed by
applying the k-means clustering algorithm to the
combined features from the extracted descriptors
and the color feature vector. This visual vocabulary is
then used to assess the similarity between the feature
vector of the query image and the images in the
dataset.
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2.1. Interest Region Detection
Interest regions are segments of an image that are
distinct from their neighboring areas. The proposed
detector identifies a combination of connected
components formed by extremal regions at various
threshold levels in the input image. These extremal
regions, which remain stable at certain threshold
values, are recognized as interest regions based on
the extremal properties of the region intensity
function, along with its outer boundary consisting of
either darker or brighter pixels. Pixels above or equal
to the threshold are classified as "white," while those
below the threshold are classified as "black." The
segmented regions are approximated using shapes
such as parallelograms or ellipses. The parameters of
these fitted shapes are then used to mathematically
represent the interest regions identified in the
grayscale image.
Let � = 1, …, � − 1, �, � + 1, …, denote the tested
thresholds for a given grayscale image �, where
ℛ1, …, ℛ�−1, ℛ�, ℛ�+1 are the nested
extremal regions. The stability of these regions is
expressed as a threshold function � [31]:
Υ(�) = |ℛ�| / |ℛ� + ∇ℛ� − ∇| (1)
In Equation (1), the boundary thickness is
determined by the parameter ∇, and the cardinality is
represented by | . |. The proposed detector is
denoted as ℛ�∗ with Υ�∗, which identifies stable
regions by detecting threshold changes across a broad
range. The combination of all extremal connected
regions, denoted as �, is acquired by thresholding
and exhibits several important properties. First, �
remains invariant under monotonic changes in
image intensity, as it is solely based on the ordering
of pixel intensities, and this order is preserved under
monotonic transformations. Local affine or linear
photometric changes do not affect �. On the other
hand, constant geometric transformations, such as
pixel shifts between connected components,
maintain the topology. As a result, after geometric
transformations like non-linear continuous warping,
homograph, or affine transformations, a transformed
set �` of matching extremal regions is obtained.
Thus, the combination of regions remains consistent
under a wide range of photometric and geometric
transformations, preserving the same cardinality.
Since the extremal regions are fewer than the total

number of image pixels, this approach is
computationally efficient.
The enumeration of the set of extremal regions, �, is
performed in an efficient manner with a time
complexity of �(� log log �), where � represents the
total number of pixels in the image. The process
begins by sorting the image pixels based on intensity
using the BINSORT algorithm [32], which has a
linear complexity of �(�) for small intensity values,
such as {0, … , 255}. After sorting, pixels are arranged
in ascending or descending order. The union-find
algorithm [33] is then applied to maintain a list that
tracks merging and growing connected components
and their corresponding areas. The union-find
algorithm operates efficiently with a complexity of
�(� log log �). During the enumeration process, a
data structure is built to store each connected
component's area as an intensity function. When
two components are merged, the smaller one is
incorporated into the larger one, eliminating any
smaller components in the process.

2.2. Feature Description
After detecting the interest regions at a specific image
location �(�, �) with orientation ∅ and scale �, a
discriminative matching process is performed. To
facilitate this, the image content and its local
structure around � need to be encoded into a
descriptor that is both scale-invariant (relative to �)
and orientation-aligned (with ∅). The proposed
method introduces a fast binary descriptor for this
feature encoding. Image intensities are compared
using a sampling pattern similar to the human retina,
which is then used to generate a binary string
through a cascading process.

2.3. Sampling Pattern
To perform comparisons across various sampling
grids, pairs of pixel intensities are analyzed. Methods
like ORB and BRIEF rely on randomly selected pixel
pairs, while BRISK adopts a circular sampling
pattern where points are evenly spaced along
concentric rings, similar to the DAISY approach [34].
In contrast, the method proposed here utilizes a
retinal-inspired sampling strategy. This circular
pattern features a higher concentration of sampling
points near the center, with point density decreasing
exponentially toward the periphery, as illustrated in
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Figure 1. Each sampling point is smoothed to reduce
noise sensitivity.
While ORB and BRIEF apply kernels to all pixels
within a patch, the retinal model follows BRISK in
using a fixed kernel size for each sampling point.
However, the proposed descriptor differs from
BRISK in that the kernel size changes exponentially
based on overlapping interest regions. Figure 4.1
demonstrates that each circle corresponds to a
standard deviation, where Gaussian kernels are
applied to sample points arranged in parallel. This
log-polar distribution of Gaussian kernel sizes,
inspired by the retinal structure, has shown to
significantly enhance performance. Moreover,
overlapping interest regions further improve

descriptor effectiveness by increasing discriminative
power through redundancy.
Let us now consider intensity values �� sampled at
interest regions �, �, and �, where:
�� > ��, �� > ��, and �� > ��  
(2)
If the sampled regions do not overlap, the third
condition (�� > ��) provides no additional
discriminative information. However, when regions
overlap, this comparison may capture new and useful
distinctions. Generally, incorporating redundancy
allows the use of less sensitive sampling fields while
still enhancing feature discrimination—an effect also
observed in the overlapping receptive fields of the
human retina [35].

Figure 1: Representation of the sampling pattern

2.3.1. Coarse to fine descriptor
The proposed binary descriptor is built by applying a
thresholding function to intensity differences
between pairs of interest regions, each associated
with a Gaussian kernel. As a result, a binary string
EEE is generated using Difference of Gaussian
(DoG), where each bit in the string is derived from
intensity comparisons, as described in Equation (3)
[36]:

E =
0≤a<N1

2aT(qa )�

In this equation, N represents the total length of the
descriptor, and qa denotes a specific pair of

receptive fields. The thresholding function T(qa) is
defined as:

T(qa  )= { 1  if I(qr1 )−I(qr2 )>0,
0 otherwise

(4)
As shown in Equation (4) [37], I(qr2) correspond, to
the smoothed intensity of the second region in the
receptive pair qa. Since the number of potential pairs
across multiple interest regions can easily reach
thousands, many of them may contribute little to
discriminative power. Thus, to enhance efficiency,
pairs are selected based on their spatial distance and
correlation.
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To identify the most informative and uncorrelated
pairs, a selection algorithm inspired by ORB is
applied to training data. The steps are as follows:
1. A matrix M is created from approximately 50,000
extracted key points, where each row corresponds to
a key point. Around 1,000 pairs are formed from 43
interest regions.
2. The mean value of each column is calculated.
Pairs with a mean near 0.5 tend to exhibit high
variance and are considered the most discriminative.
3. Columns are ranked based on variance.
4. The best columns (those with mean close to 0.5)
are iteratively selected, ensuring low correlation
between chosen features.
The selected DoG pairs follow a coarse-to-fine order,
which is automatically determined. As illustrated in
Figure 2, these pairs are grouped into four clusters,
each containing 128 pairs. The first 512 pairs are
used, as adding more does not significantly improve
performance. The initial clusters mostly contain
peripheral interest regions, while the final clusters
are centered around the most focused areas—an
arrangement resembling the human visual system.
Peripheral regions help in object localization,
whereas verification is refined using the densely
packed foveal receptive fields.
Ultimately, the proposed feature descriptor is
heuristic in nature and modeled after the human
retina. It effectively captures and matches object
features through a biologically inspired approach.
Equation (4) [37] represents the smoothed intensity
�(��2) of primary interested region of the pair ��.
With some dozens of interested regions, a large
descriptor can lead thousands of pairs. Whereas, an
image cannot be described efficiently by most of the

pairs. Therefore, pairs are selected based on spatial
distance. Thus, the chosen pairs are non-
discriminant and highly correlated. Therefore, an
algorithm same as ORB is applied on training data to
locate the best pairs. The algorithm is as follows:
1) A matrix ℳ is created consisting of almost
50,000 extracted key points. Every row related to key
point. Almost 1,000 pairs are used with 43 interested
regions.
2) Calculate the mean value of every column.
The discriminant feature is obtained with high
variance. The mean value of 0.5 results in highest
binary distribution variance.
3) The columns are sorted according to the
maximum variance.
4) Remaining columns are added recursively
with low correlation while keeping the best
column with 0.5 as mean value.
DoG (the pairs) coarse-to-fine ordering is selected
automatically. Figure 2 suggests the selected pairs
grouped into 4 clusters (128 pairs in one group).
First 512 pairs considered as relevant whereas if the
pairs are increased, the performance will not increase.
A symmetrical sample is detected with the global
gradient. Peripheral interested regions are involved in
initial cluster while the highly centered regions are
implicated in last ones. This seems as a reminiscent
for human eye behavior. The interested object is
located by using perifoveal interested regions.
Therefore, the verification is performed by maximum
densely distributed area of fovea receptive fields.
However, the proposed feature descriptor is heuristic
which is based on human retina model, used to
detect and match object.

Figure 2: Representation of the analysis from coarse-to-fine
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2.3.2. Saccadic Search
Human vision operates through rapid, irregular eye
movements known as saccades, which allow the eyes
to continuously scan a scene. These movements stem
from the structure of retinal cells. As previously
discussed, the fovea—the region responsible for high-
acuity vision—requires detailed information to
accurately identify and compare objects. In contrast,
the perifoveal areas, which detect lower-frequency
information, are primarily responsible for forming
an initial approximation of where objects of interest
might be located within the visual field.
Inspired by this biological mechanism, the research
introduces a method that mimics saccadic processing
by analyzing feature descriptors in multiple stages.
Initially, a raw 16-byte feature descriptor is employed.
This form of descriptor is widely adopted in the

literature, with over 90% of existing works utilizing
the 16-byte format due to its compatibility with
hardware constraints. Specifically, it aligns with
Single Instruction, Multiple Data (SIMD) operations
on Intel processors, enabling efficient parallel
processing.
The approach involves a cascading series of
comparisons to speed up the matching and
adaptation phase, allowing for rapid identification of
similar objects across images. In the first stage, only a
portion of the 16-byte descriptor is evaluated to
quickly filter out irrelevant matches. For keypoint
rotation estimation, local gradient information can
be incorporated using selected BRISK-style point
pairs [38]. The connection between a keypoint’s
orientation and its position relative to the global
image center is illustrated in Figure 3.

Figure 3: Representation of the selected pairs of orientation.

In Equation (5), M denotes the number of pairwise
combinations in G, and ��1 refers to the two-
dimensional spatial vector representing the center of
the receptive field. Instead of utilizing several
hundred BRISK point pairs, this method selects 45
optimized pairs for greater efficiency.
The proposed detector focuses on identifying
intensity-based features such as corners and edges
within grayscale images. It begins by detecting pixels
within a specific intensity range, forming connected
regions based on those values. Once bright and dark
regions are identified, pixel intensities are sorted
accordingly.

Following this, symmetric sampling is carried out
after performing cascade matching with a 128-bit
binary descriptor. The grayscale image is further
processed using both isotropic and anisotropic
filtering on the output of a collapsed maximum filter
response.
To reduce the dimensionality of the resulting feature
vectors, Principal Component Analysis (PCA) is
applied, as illustrated in Figure 4. This step ensures a
compact and discriminative representation for
efficient image analysis and matching.
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Figure 4: Proposed Method

2.4. Feature Vector Reduction
A linear dimensionality reduction technique,
Principal Component Analysis (PCA), is employed to
compress the descriptor by retaining the top 128
eigenvalues. PCA uses an orthogonal matrix to
project the original feature vectors onto a new set of
axes. These axes, known as principal components,
are derived from the corresponding eigenvectors of
the data's covariance matrix and represent
uncorrelated directions of maximum variance.
The principal components are primarily influenced
by Gaussian-distributed features. To minimize the
descriptor size while preserving essential information,
only the leading eigenvectors—those associated with
the highest eigenvalues—are selected. These
eigenvectors are ordered in descending magnitude
based on their corresponding eigenvalues, ensuring
that the most significant components are retained.

2.5. Spatial Arrangement
Spatial structuring is applied to the RGB query
image to preserve the arrangement of features. These

feature locations are determined using estimated
geometric transformations. While color histograms
are commonly used to capture the color distribution,
they lack the ability to represent spatial relationships.
To address this limitation, a distance metric is
introduced to account for spatial correlations in
color variations.
Let � denote the query image, where the quantized
color values are represented as �₁, �₂, ..., �� for
� different color bins. For any pixel position � = (�,
�) within the image �, the color information at that
location is considered for analysis [119].
The spatial color distance between two-pixel
locations, �₁ = (�₁, �₁) and �₂ = (�₂, �₂), is
calculated using the following metric [119].
∣d1 −d2 ∣ ≈max (∣u1 −u2 ∣,∣v1 −v2 ∣)
This method allows the system to not only measure
color similarity but also account for the spatial
placement of colors within the image. The resulting
histogram � for the image � reflects both color
presence and its approximate spatial distribution
[119].
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Equation (6) outlines the spatial configuration of
image elements. The probability C represents the
likelihood of a distance f between a specific color
pixel TU and a reference pixel. Equation (7) further
illustrates the spatial correlation among pixels that
share identical color values.:

�� (�) ≗ �� (�) (7)
� �,�
In Equation (7), the probability O represents the
likelihood of a color pixel T occurring at a distance f.
Once spatial structuring of the image is completed, a
feature vector based on color is extracted. This color
feature vector is then combined with the
dimensionally reduced feature vector and passed into
the Bag of Words (BoW) framework. Subsequently,
indexing and search operations are carried out using
the visual word representations derived from the
feature database to retrieve relevant results.

3.5 BOW
To store the extracted feature vectors and assess
similarity between key points, a Bag-of-Words (BoW)
model is employed. This model generates a codebook
that quantizes key-point vectors and assigns labels to
important image regions using representative visual
words. The codebook is created by quantizing
geometric and content features. For this purpose, the
widely-used and scalable K-means clustering
algorithm is applied to cluster and classify the image
features. Once the codebook is generated, each
image is represented by a histogram that counts the
frequency of visual words. To normalize these
histograms, the Term Frequency-Inverse Document

Frequency (tf-idf) method is applied. Prior to
clustering, the histograms are normalized and
features are refined by filtering out repeated, rare, or
irrelevant visual words.

3.6 Similarity Matching
Similarity between the feature database and a query
image is calculated based on the extracted features.
For effective retrieval of relevant images, Euclidean
distance is used to measure similarity.

3. Results & Implementation
This section presents the evaluation results of the
proposed approach and compares its performance
against other descriptors based on specific criteria.

4.1 Result Analysis
Initially, the color images are converted into
grayscale to facilitate the detection of intensity-based
local interest points. Using optimized sliding
windows, global features around these points of
interest are extracted. The extracted features are then
combined through a proposed feature reformulation
technique, which concatenates the feature vectors
and generates coefficients for the restructured data.
This processed data is subsequently classified using a
Support Vector Machine (SVM), which operates in
two phases: training and testing. Accuracy,
representing the proportion of correctly predicted
positive samples, and recall, indicating the true
positive rate, are computed for datasets of various
sizes, including those with 100 images. The
performance, robustness, and efficiency of the
algorithm are evaluated by applying it across
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different categories within each dataset. The
formulas for calculating precision and recall rates are
provided below:

��������� =
relevant images + retrieved images

��������� ������

������ =
relevant images+retrieved images

�������� ������

4.2 Dataset Detail
Selecting the appropriate image database is a crucial
step in designing an effective image search system. In
our experiments, each image in the database is used
as a query image by applying rotations. For each
query, the system retrieves the most relevant images
from the database. The similarity between database
images and the query image is evaluated using
various distance metrics. If the retrieved image

matches the query image, the system is considered to
have successfully located the target; otherwise, the
desired image is not recovered. This study focuses on
assessing the performance of feature generalization
techniques using two image datasets: Caltech-256
and Corel-1000.[30].

4.2.1 Corel-1000
The Corel-1000 dataset contains a total of 1,000
images divided into 10 categories, with each category
consisting of 100 images. The dimensions of each
image are either 384x256 or 256x384 pixels. The
categories include African people and villages,
beaches, homes, buses, dinosaurs, elephants, flowers,
horses, mountains, and food. To evaluate relevancy,
a query image is provided, and images retrieved that
match the query are considered relevant, while those
that do not match are deemed irrelevant.

Figure 5: One sample image from each category Corel-1000 Dataset

4.2.2 Caltech-256
The Caltech-256 dataset consists of 30,607 images
collected through Google Image Search. These
images are categorized into 257 different classes
based on their content and relevance. Compared to
Caltech-101, classification within Caltech-256 is

more challenging due to greater variability among
the images. For our experiments, we focused on 15
specific categories including teapot, tomato, billiards,
backpack, bulldozer, bowling ball, teddy bear, boxing
gloves, bonsai, airplane, butterfly, clock, spider,
cactus, and swan. From these categories, a subset of
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1,500 images was used, with each category
containing 100 images. Some categories are difficult
to classify due to complex patterns, while others are

challenging because of their foreground elements or
background objects. The experiments were
conducted using these selected images

Figure 6:One Sample image of each category Caltech-256 Dataset.

4.3. Retrieved images of Datasets
In the Corel-1000 dataset, query images were
selected at random, and the system retrieved images
that were either relevant or irrelevant as results. As
shown in Figure 7, all retrieved images correspond
closely to the given query image, demonstrating high
accuracy. For each query, 20 images were retrieved,
all matching the category of the query image.

For example, when a horse image was used as the
query, all 20 retrieved images were also related to
horses, confirming the effectiveness of the feature
extraction process based on category matching. This
outcome highlights the strong performance of the
proposed algorithm.
Compared to the HOG descriptor, the proposed
method delivers superior retrieval results. Figures 8
and 9 further illustrate the outstanding retrieval
accuracy of the Corel-1000 dataset using our
approach, with all returned images closely related to
their respective queries.

Query Image
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Figure 7: 1st Retrieved images of Corel-1000

Query Image
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Figure 8: 2nd Retrieved images of Corel-1000

Figure 9 presents the results for the Corel-1000
dataset. When a query image is provided, the system
retrieves 20 images, all of which are relevant to the

query. The proposed algorithm demonstrates
superior performance in retrieving these relevant
images.
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Query Image

Figure 9: 1st Retrieved images of Caltech-256

4.3 Experimental results
The effectiveness and efficiency of the proposed
method were evaluated by comparing it with the
HOG descriptor. Two benchmark datasets—Corel-
1000 and Caltech-256—were used for
experimentation, with various categories selected
from each to ensure comprehensive evaluation. The

results demonstrate that the proposed algorithm
performs exceptionally well across multiple image
categories. To enhance computational efficiency, the
color images were converted to grayscale, which
simplifies processing by focusing on intensity values
to detect key points. Optimized sliding windows were
used to extract global features from these interest
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points. Feature extraction plays a vital role in
minimizing the data required to represent large sets
of digital images, thereby reducing the computational
burden Additionally, the algorithm efficiently
handles complex data analysis and lowers the
computational cost associated with classification.
The proposed method achieves superior
classification performance with a time complexity of
O(n), outperforming other existing algorithms in
terms of speed and accuracy.

4.3.1 Average Precision Performance for
Datasets
Figure 10 illustrates a comparison of average
precision rates for the Corel-1000 dataset,
highlighting the performance differences between
the proposed algorithm and HOG. Experiments

were conducted on both the Corel-1000 and
Caltech-256 datasets. The proposed method delivers
strong results across multiple categories within the
Corel-1000 dataset, including Africa, Beach,
Building, Bus, Dinosaur, Elephant, Flowers, Horse,
Mountains, and Food, achieving an average precision
of at least 72%.
While HOG performs well in certain categories like
Bus, the overall performance of the proposed
approach is significantly better. The results clearly
demonstrate the proposed algorithm’s effectiveness
and robustness across a wide range of image classes
when compared to existing state-of-the-art methods.
As shown in Figure 10, the proposed algorithm
consistently outperforms HOG in most categories.

Figure 10: Average Precision for Corel-1000

As illustrated in Figure 11, several state-of-the-art
algorithms perform poorly on the Caltech-256
dataset, with accuracy often falling below 50%. In
contrast, the proposed algorithm achieves

significantly higher average precision (AP), ranging
from 65% to 75% across various categories. The
comparative results clearly demonstrate the
effectiveness of the proposed method, particularly in
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categories such as Tomato, Backpack, Billiards,
Bonsai, and Teapot, where it consistently
outperforms competing approaches.
While HOG achieves relatively strong results in a few
specific categories, the proposed algorithm delivers
more consistent and superior performance overall.
Its robustness and efficiency are especially evident in

categories where other methods struggle to reach
even 50% accuracy. The average precision achieved
by the proposed method is approximately 75%,
indicating a notable improvement over existing
techniques.

Figure 11: Average Precision for Caltech-256

The proposed algorithm demonstrates superior
performance across the majority of categories within
the Caltech-256 dataset when compared to
alternative methods. While other algorithms often
achieve average precision rates below 30% in many
categories, the proposed method proves to be more
robust and efficient. A comparative analysis of mean
precision across various categories—such as Tomato,
Backpack, Billiards, Bonsai, Teapot, Bowling Ball,
Bulldozer, Airplane, Wristwatch, Teddy Bear, Boxing
Gloves, Spider, Butterfly, Cactus, and Swan—
highlights the consistently strong performance of the

proposed approach. In contrast, the HOG algorithm
records an average precision of less than 35% in
several of these categories.

Average Precision Comparison on Caltech-256
Dataset
The table below highlights the average precision
scores for various categories in the Caltech-256
dataset, comparing the performance of the proposed
method with the traditional HOG descriptor. It is
evident that the proposed method consistently
outperforms HOG across all tested categories.

Table 1: Average Precision of Caltech -256
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Average Precision for Caltech-256
Category Proposed Method HOG
Tomato 0.67 0.15
Back-pack 0.65 0.35
Billiards 0.67 0.20
Bonsai 0.69 0.20
Teapot 0.70 0.20
Bowling Ball 0.69 0.20
Bulldozer 0.70 0.15
Airplane 0.71 0.50
Wristwatch 0.68 0.15
Teddy Bear 0.68 0.15
Boxing Gloves 0.67 0.20
Spider 0.68 0.30
Butterfly 0.72 0.25
Cactus 0.75 0.20

Average Precision Comparison on Corel-1000
Dataset
The following table summarizes the average precision
values obtained using the proposed approach

compared to the HOG descriptor across various
categories in the Corel-1000 dataset. The proposed
algorithm exhibits substantial performance
improvements in most categories:

Table 2: Average Precision for Corel-1000
Average Precision for Corel-1000
Category Proposed Method HOG
Africa 0.73 0.30
Beach 0.79 0.50
Building 0.79 0.15
Bus 0.66 0.95
Dinosaur 0.93 0.60
Elephant 0.70 0.10
Flowers 0.82 0.30
Horse 0.86 0.25
Mountains 0.72 0.45
Food 0.88 0.45

Tables 1 and 2 present the performance outcomes
across all categories of the Caltech-256 and Corel-
1000 datasets. The proposed method achieves strong
results in nearly every category. While HOG
demonstrates solid performance in specific classes,
such as "Bus," the proposed algorithm outperforms it
in several categories within the Corel-1000 dataset,
including Africa, Beach, Buildings, Dinosaurs,
Elephants, Flowers, Horses, Mountains, and Food.

Figure 12 illustrates a comparison of the average
recall rates between the proposed method and HOG.
Similarly, Figure 13 compares the average recall
results for the Caltech-256 dataset, showing that the
proposed algorithm consistently delivers improved
performance across various categories. A lower
repetition rate in retrieval corresponds to higher
precision, while a higher repetition rate indicates
reduced accuracy.
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For the Corel-1000 dataset, performance
comparisons are also provided in Figure 11.
Although HOG performs well in certain classes, the

proposed algorithm demonstrates superior overall
accuracy, particularly in more complex and visually
diverse categories.

Figure 12: Average Recall for Caltech-256

Figure 13: Average Recall for Corel-1000.
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The proposed algorithm was evaluated using various
benchmark datasets, including Caltech-256 and
Corel-1000, to assess its accuracy, robustness, and
overall efficiency. Figure 12 presents the Average
Recall results obtained on the Corel-1000 dataset.
These results demonstrate that the proposed method
consistently outperforms traditional approaches,
such as the Histogram of Oriented Gradients (HOG),
across multiple categories.
Notably, the algorithm achieved superior recall
performance in specific categories like Africa, Beach,
Buildings, Dinosaurs, Elephants, Flowers, Horses,
Mountains, and Food. The average recall rate ranges
from 0.10 to 0.11, indicating reliable retrieval
performance. Compared to HOG, the proposed
method delivers higher recall values, highlighting its
effectiveness in retrieving relevant images across
diverse classes in the Corel-1000 dataset.

5 Conclusion
The rapid growth of multimedia databases, along
with advancements in communication bandwidth
and the increasing complexity of visual data, has
driven the development of Content-Based Image
Retrieval (CBIR). CBIR enables the retrieval of
visually similar images by analyzing the actual
content of images rather than relying on textual
metadata. One of the key challenges in designing
CBIR systems is selecting the most relevant visual
features—such as color, texture, and shape—that
effectively represent the image.
In large-scale image collections, retrieving relevant
images based on visual similarity becomes a complex
task. CBIR focuses on addressing this challenge by
leveraging visual content features. A significant
portion of computer vision applications relies on the
matching of keypoints across images. Over the past
few decades, several reliable and efficient algorithms
have been introduced for keypoint detection.
However, there is an increasing need for more
compact, faster, and noise-robust descriptors that are
invariant to rotation and scale.
This research introduces a novel algorithm that
integrates a keypoint detector with a feature
descriptor. The proposed detector extracts intensity-
based corners and edges from grayscale images and
forms connected regions based on the intensity range
of detected pixels. After identifying bright and dark

regions, pixel intensities are sorted. Symmetric
sampling is conducted following a 128-bit cascade
matching process. The grayscale image is then
refined using both isotropic and anisotropic filtering
applied to the output of a collapsed maximum filter.
L2 normalization is applied to the RGB query image.
The extracted feature vectors are spatially organized,
and Principal Component Analysis (PCA) is
employed to reduce the dimensionality of the feature
set. To facilitate efficient retrieval, visual word
indexing and search are conducted using a bag-of-
visual-words representation from the feature database.
The effectiveness of the proposed method was
validated on two benchmark datasets: Caltech-256
and Corel-1000. The results were promising, with
Caltech-256 achieving a mean average precision
(mAP) of 0.65 and a mean recall of 0.18. Corel-1000
also demonstrated strong performance, with an mAP
of 0.75 and a recall rate of 0.11. Additionally, the
proposed method was compared with the Histogram
of Oriented Gradients (HOG) descriptor and
detector, showing superior results in both precision
and recall metrics.
Future work will focus on the reconstruction of
personalized 3D scenes from image projections and
exploring more advanced similarity measures by
leveraging statistical properties of visual data.
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