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 Abstract 

In recent years, the increasing adoption of Industrial IoT and smart infrastructure 
has created new challenges in cybersecurity, particularly concerning data privacy 
and real-time threat detection. This study proposes a lightweight Federated 
Learning (FL)-based Intrusion Detection System (IDS) that collaboratively trains 
a neural network model across distributed clients without requiring centralized 
data collection. Using the UNSW-NB15 dataset—a comprehensive benchmark for 
modern network threats—we simulate federated training across multiple clients 
using a compact feedforward neural network. The model is trained locally on each 
client and updated globally using the Federated Averaging (FedAvg) algorithm. 
Our approach preserves data privacy while maintaining high detection accuracy. 
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INTRODUCTION
The exponential growth of Internet of Things (IoT) 
devices in industrial, healthcare, and consumer 
environments has introduced significant 
cybersecurity challenges. These devices often operate 
under constrained computational, memory, and 
energy resources, making them prime targets for 
cyberattacks such as denial-of-service (DoS), probing, 
and unauthorized access. Intrusion Detection 
Systems (IDS) play a critical role in securing such 
distributed environments. However, conventional 
IDS solutions, typically reliant on centralized 
machine learning (ML) models, raise substantial 

concerns regarding data privacy, communication 
overhead, and system scalability. 
To address these limitations, Federated Learning 
(FL) has emerged as a privacy-preserving, 
decentralized machine learning paradigm that allows 
IoT devices to collaboratively train shared models 
without exposing local data. FL mitigates privacy 
risks and reduces communication costs by 
transmitting model updates instead of raw data. 
Recent advancements in FL-based IDS have 
demonstrated encouraging results, with several 
studies leveraging deep learning, ensemble methods, 
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and explainable AI (XAI) techniques to enhance 
detection performance. For example, Shukla et al. 
(2024) proposed FedHNN, a CNN-LSTM model 
achieving 97.68% accuracy on NSL-KDD, while 
Chen et al. (2024) introduced FedKD-Prox to 
improve robustness using knowledge distillation. 
Furthermore, Naeem et al. (2023) achieved near-
perfect accuracy (99.99%) using a hybrid model for 
IoT devices, and Harahsheh et al. (2024) explored 
federated transfer learning with attention-based 
CNN-BiGRU models, reporting 92–94% accuracy. 
Yet, many of these solutions are computationally 
intensive and unsuitable for real-time deployment on 
resource-constrained edge devices. Roy et al. (2023) 
and Lazzarini et al. (2023) recognized this issue, 
advocating for locally adaptive or shallow neural 
models to better accommodate non-IID data and 
hardware limitations. 
 
Despite these advancements, significant gaps 
remain in the deployment of FL-based IDS, 
particularly concerning: 
• Lightweight model architectures suitable for low-
power devices 
• Handling of heterogeneous data distributions and 
communication constraints 
• Real-world scalability and interpretability of 
detection outcome. 
The core contributions of this paper are as follows: 
• Design of a lightweight, resource-efficient IDS 
model tailored for federated environments in 
Industrial IoT settings. 
• Implementation of a privacy-preserving federated 
learning framework using the UNSW-NB15 dataset 
with simulated clients. 
• Comprehensive evaluation using accuracy, F1-
score, ROC-AUC, and probability-based visualization 
to assess both performance and confidence. 
• Comparison with existing FL-IDS frameworks and 
discussion of deployment feasibility for real-world, 
constrained environments. 
This study aligns with the broader movement toward 
secure, decentralized intelligence in IoT networks, 
pushing forward the development of FL-based IDS 
solutions that are both scalable and interpretable, 
even under stringent device limitations. 
 
 

Problem Identification: 
Despite the rapid advancements in Federated 
Learning (FL) techniques for enhancing Intrusion 
Detection Systems (IDS) in IoT environments, 
several pressing challenges persist. Most existing FL-
based IDS frameworks are heavily dependent on 
deep or complex architectures that demand 
significant computational power and memory—
resources that are inherently scarce in edge and IoT 
devices. As a result, such models are impractical for 
real-time implementation in real-world 
environments. Additionally, the non-IID nature of 
data across distributed clients leads to inconsistency 
in model performance and convergence issues, 
particularly in heterogeneous networks. Another 
major problem is the lack of model transparency and 
interpretability. In security-critical applications, it is 
essential not only to detect an intrusion but also to 
understand and justify why an instance was classified 
as malicious or benign. Unfortunately, many FL-IDS 
models act as black boxes, hindering trust and 
auditability. Furthermore, most studies validate their 
models in simulated settings that do not reflect the 
diverse and dynamic conditions of practical IoT 
deployments. This paper addresses these gaps by 
proposing a lightweight, interpretable, and scalable 
FL-IDS framework specifically designed for resource-
constrained environments. 
 
2. Literature Review 
Recent research proposes lightweight, federated 
learning-based intrusion detection systems (IDS) for 
resource-constrained IoT environments. These 
approaches aim to improve detection accuracy while 
preserving privacy and reducing computational 
overhead. Prathap Mani et al. (2025) suggest a hybrid 
feature selection method combining genetic 
algorithms, mutual information, and PCA for 
optimizing feature sets. Khawlah Harahsheh et al. 
(2024) introduce a federated transfer learning 
framework integrating CNNs, BiGRUs, and 
attention mechanisms, achieving 92-94% accuracy 
across multiple datasets. Souradip Roy et al. (2023) 
propose locally adapted models to handle non-
independent data distribution, demonstrating 
comparable performance to centralized learning. 
Suzan Hajj et al. (2023) present a cross-layer 
federated learning approach using K-means 
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clustering for semi-supervised anomaly detection, 
showing up to 10% improvement in true-positive 
rates. Federated learning (FL) for intrusion detection 
in IoT networks, addressing privacy concerns and 
resource constraints. Chen et al. (2024) propose 
FedKD-Prox, combining federated proximal and 
knowledge distillation to improve accuracy and 
robustness. Abou El Houda et al. (2023) introduce 
FedIoT, leveraging explainable AI and blockchain to 
enhance security and trustworthiness. Chatterjee & 
Hanawal (2021) present a hybrid ensemble approach, 
PHEC, adapted for federated settings to handle label 
noise while maintaining high true positive rates and 
low false positive rates. Javeed et al. (2024) develop a 
horizontal FL model combining CNN and BiLSTM 
for effective spatial and temporal feature extraction 
in intrusion detection. Recent research explores 
federated learning (FL) for intrusion detection 
systems (IDS) in IoT networks. FL enables 
collaborative model training while preserving data 
privacy, addressing challenges in IoT security 
(Alsaleh et al., 2024). Studies demonstrate FL's 
effectiveness for IDS, with one approach achieving 
84.5% accuracy for 15 attack types (Benameur et al., 
2024). Another study using shallow artificial neural 
networks and FedAvg aggregation showed 
comparable performance to centralized approaches 
on ToN_IoT and CICIDS2017 datasets (Lazzarini et 
al., 2023). FL-based models can achieve high 
accuracy, with one hybrid model reaching 99.99% 
average accuracy across IoT devices (Naeem et al., 
2023). FL allows decentralized model training while 
preserving data privacy, as devices share only 
parameter updates with a central server (Md. 
Mamunur Rashid et al., 2023; D. Attota et al., 
2021). This method achieves accuracy comparable to 
centralized machine learning models (Md. Mamunur 
Rashid et al., 2023). Multi-view learning combined 
with FL can improve attack classification efficiency 
(D. Attota et al., 2021). FL addresses challenges of 
centralized approaches, such as privacy concerns and 
computational limitations of IoT devices (Aitor 
Belenguer et al., 2022). Recent advancements 
include incorporating Explainable AI techniques, 
like SHAP, to enhance the interpretability of FL-
based intrusion detection systems in industrial IoT 
settings (Danish Attique et al., 2024). It enables 
collaborative model training without sharing raw 

data, addressing privacy concerns in centralized 
approaches (Mothukuri et al., 2021; Mármol 
Campos et al., 2021). Shukla et al. (2024) proposed 
FedHNN, a CNN-LSTM model achieving 97.68% 
accuracy on the NSL-KDD dataset. Shen et al. (2024) 
introduced FLEKD, an ensemble knowledge 
distillation method to handle heterogeneous IoT 
data, outperforming traditional FL on the 
CICIDS2019 dataset. Mothukuri et al. (2021) 
developed a GRU-based FL approach for anomaly 
detection, demonstrating improved privacy 
protection and attack detection accuracy compared 
to centralized ML. Mármol Campos et al. (2021) 
FELIDS, a federated learning-based system, 
outperforms centralized machine learning in 
protecting IoT device data privacy and achieving high 
accuracy in attack detection (Friha et al., 2022). 
Similarly, a study on consumer-centric IoT 
demonstrates that Federated Deep Learning models 
achieve comparable performance to centralized 
models while reducing training time by 30.52-
75.87% (Popoola et al., 2024). A hierarchical 
blockchain-based FL framework enables secure, 
privacy-preserved collaborative IoT intrusion 
detection across inter-organizational networks 
(Sarhan et al., 2022). FL's application in intrusion 
detection systems offers privacy-preserving 
decentralized learning, where models are trained 
locally and only parameters are transferred to a 
central server (Agrawal et al., 2021). Zakaria Abou El 
Houda et al. (2022) proposed an XAI-powered 
framework using deep neural networks and multiple 
XAI models to detect and interpret IoT attacks. 
Similarly, Marwa Keshk et al. (2023) introduced an 
explainable IDS using LSTM and a novel SPIP 
framework for feature extraction and model 
interpretation. T. D. Nguyen et al. (2018) presented 
DÏoT, a federated self-learning system for detecting 
compromised IoT devices without human 
intervention or labeled data. V. Kelli et al. (2021) 
combined federated learning and active learning to 
create a network flow-based IDS for industrial 
applications, demonstrating improved accuracy 
through local model personalization. FL enables 
machine learning models to be trained on 
distributed data sources without compromising 
privacy (Ferrag et al., 2021). This technique has been 
applied to intrusion detection systems (IDS) in 
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various IoT contexts, including healthcare and 
industrial applications (Singh et al., 2022; Vaiyapuri 
et al., 2022). Studies have shown that FL-based 
approaches can outperform centralized machine 
learning models in terms of accuracy and privacy 
protection (Ferrag et al., 2021). Researchers have 
proposed hybrid models combining FL with other 
techniques, such as metaheuristics for feature 
selection and hierarchical architectures, to further 
improve performance (Vaiyapuri et al., 2022; Singh 
et al., 2022). Additionally, deep learning models like 
convolutional neural networks have been explored 
for IoT intrusion detection, demonstrating high 
sensitivity to various attacks (Smys et al., 2020). 
Federated Learning (FL) has emerged as a promising 
approach for IoT intrusion detection systems, 
offering privacy and efficiency advantages (Nguyen et 
al., 2020). However, FL-based systems are vulnerable 
to poisoning attacks, particularly backdoor attacks. 
Nguyen et al. (2020) demonstrate that an adversary 
can gradually poison the detection model using 
compromised IoT devices, injecting small amounts 
of malicious data to circumvent existing defenses. 
This highlights the need for improved security 

measures in FL-based IoT systems. Arisdakessian et 
al. (2023) However, challenges remain in lightweight  
model design and aggregation algorithms for 
heterogeneous IoT networks (Alsaleh et al., 2024). 
Despite the promising results demonstrated in study, 
several limitations must be acknowledged. First, the 
lack of diversity in datasets used for evaluating 
Federated Learning (FL)-based Intrusion Detection 
Systems (IDS) can limit the generalizability of the 
findings across different IoT environments. 
Additionally, as the number of edge devicincreases, a 
tradeoff emerges between performance and 
scalability, which can hinder the deployment of FL at 
scale. The inherent resource constraints of IoT 
devices such as limited memory, computational 
power, and energy availability further challenge the 
implementation of effective FL-based IDS solutions. 
Current FL frameworks often fall short in addressing 
these limitations, highlighting the need for enhanced 
designs tailored specifically for the dynamic and 
heterogeneous nature of IoT networks. Moreover, 
there remains a critical need to develop and deploy 
lightweight FL client models that can operate 
efficiently within the stringent resource boundaries 
of IoT devices. 

 
Comparative Analysis with Existing FL-IDS Models 

Model  Key Features Accuracy Limitations 
FedHNN (CNN-LSTM) Hierarchical deep layers (NSL-KDD) 97.68% High computational cost; unsuitable for low-end 

devices 
FedTransfer (CNN + 
BiGRU + Attention) 

Deep hybrid architecture + transfer 
learning 

92–94% Requires large memory and compute; high 
latency 

Hybrid CNN-RNN Multi-layered federated neural net 99.99% Unverified efficiency on constrained devices 
FedKD-Prox Knowledge distillation + FedProx 93–95% Heavy communication; complex to deploy 
Local Adaptation 
Models 

Personalization for non-IID data ~90% Lacks generalization; retraining needed per node 

Our Lightweight FFNN 
+ FedAvg 

1 hidden layer, fast convergence, low 
compute 

89% Slightly lower accuracy but resource efficient 

Table 1.1: Comparative analysis of federated IDS model 
 
3. Research Methodology 
This study proposes a lightweight Federated Learning 
(FL) approach to develop a distributed Intrusion 
Detection System (IDS) using the UNSW-NB15 
dataset. The goal is to train a robust model 
collaboratively across multiple clients without 
centralizing data, thus preserving privacy while 
ensuring performance. 

 
3.1 Dataset and Preprocessing 
The UNSW-NB15 dataset was selected for its 
comprehensive representation of modern cyber 
threats, with 49 features and a diverse mix of normal 
and attack traffic. Two subsets were used: 
• Training Set: 82,332 records 
• Testing Set: 175,341 records 
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Key preprocessing steps included: 
• Label Encoding for categorical features like proto, 
state, and service. 
• Feature Scaling using StandardScaler to normalize 
numerical features. 
• Dropping non-essential features such as id and 
attack_cat, focusing on binary classification (label: 0 
for Normal, 1 for Attack). 
 
3.2 Lightweight Model Architecture 
A compact Feedforward Neural Network (FNN) was 
employed to enable fast, efficient local training on 
edge devices. The model architecture: 
• Input Layer: 42 features 
• Hidden Layer: 64 neurons, ReLU activation 
• Output Layer: 2 neurons (binary softmax) 
This lightweight design minimizes computational 
overhead, making it suitable for federated setups on 
constrained hardware (e.g., IoT gateways). 

3.3 Federated Learning Framework 
Federated Learning was simulated across three 
clients, each with a local copy of the model and 
access to a unique partition of the training data. 
 
The training process followed the Federated 
Averaging (FedAvg) algorithm: 
• The global model is initialized at the central server. 
• The model is distributed to clients, who perform 
local training for 1 epoch each. 
• Each client sends updated weights back to the 
server. 
• The server aggregates the weights to form a new 
global model. 
• The process repeats for 5 communication rounds. 
• This setup ensures data remains local, enhancing 
privacy and reducing bandwidth. 

 
Fig 1.1 Intrusion Detection 

 
The flowchart illustrates a Federated Learning-based 
Intrusion Detection System (FL-IDS) architecture 
designed for IoT environments. Each local device 
trains its own intrusion detection model using locally 
collected data without sharing raw data externally. 
These locally trained models then upload only their 
updated parameters to a centralized global server. 
The server aggregates these updates—typically using 
algorithms like Federated Averaging (FedAvg)—to 

build an improved global model. This updated global 
model is then sent back to each device, where it 
replaces or enhances the local model, enabling 
continuous learning in a privacy-preserving manner. 
The central detection logic, depicted in the diagram, 
classifies network behavior as either “Normal” or 
“Attack,” ensuring real-time threat detection while 
maintaining data confidentiality and minimizing 
communication overhead across the network. 
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3.4 Evaluation Metrics 
The global model was evaluated on a centralized test 
set using: 
• Accuracy 
• Precision 
• Recall 
• F1-Score 
• Confusion Matrix 
• ROC Curve (AUC) 
• Class Probability Distributions 
• Training Round Graphs (Accuracy/Loss) 

All metrics were calculated using Scikit-learn, with 
visualization via Seaborn and Matplotlib. 
 
4. Results and Discussion 
4.1 Performance Overview 
The model demonstrated strong classification 
performance after 5 federated rounds: 
• Accuracy: 89% 
• Precision: 87% (Attack), 97% (Normal) 
• Recall: 94% for both classes 
• F1 Score: 0.90 (Attack), 0.96 (Normal) 
This is visualized in the classification report 
heatmap, showing consistent high values across 
metrics. 

 
Fig 1.2 Classification report 

 
4.2 Training Progress 
As seen in the training graph: 
Accuracy improved steadily from 72% to 89% 
Loss decreased from 0.55 to 0.25 

This indicates strong convergence of the global 
model, validating the effectiveness of the lightweight 
architecture in a federated setting. 

 
Fig 1.3 FL Progress 

 
4.3 Class Discrimination 
The predicted probability histogram reveals that the 
model confidently distinguishes between attack and 

normal classes, with peaks near 0 and 1 for each 
label. The separation between the distributions 
indicates strong generalization. 
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Fig 1.4 Probability Graph 

 
4.4 ROC and AUC 
The ROC curve shows excellent separation capability 
with an AUC of 0.94, reinforcing the model’s ability 

to correctly rank predictions even in imbalanced 
scenarios. 

 

 
Fig 1.5 ROC Curve 

 
4.5 Confusion and Class Proportion 
The pie chart of prediction outcomes shows: 
• True Negatives (67%) dominate, as expected due 
to the class imbalance. 

• True Positives (27%) are well captured. 
• False Positives and Negatives remain low (~6%), 
indicating effective threat detection with minimal 
false alerts. 
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Fig 1.6 Prediction Breakdown 

 
Deployment Feasibility in Constrained Environments 

Factor Consideration Our Model's Advantage 
Computation IoT devices have limited processing power Model is shallow (1 hidden layer), fast inference 
Memory Footprint Typical microcontrollers have ≤256KB RAM Model has <100KB memory requirement 
Energy Consumption Deep models drain battery-powered devices Lightweight model reduces CPU cycles 
Communication Overhead Limited bandwidth in edge networks FedAvg transmits only small parameter updates 
Data Privacy Raw data cannot leave device Fully FL-compliant (no data sharing) 
Model Interpretability Needed for auditability in critical systems Simpler models are more explainable (e.g., SHAP) 

  Table 1.2: Comparative analysis of federated IDS models. 
 
Conclusion 
This study presents a lightweight, federated learning-
based intrusion detection system (FL-IDS) designed 
specifically for resource-constrained IoT 
enviroments. By leveraging the UNSW-NB15 dataset 
and simulating federated training across multiple 
clients, we demonstrate that a shallow neural 
network—trained using the Federated Averaging 
(FedAvg) algorithm—can achieve high detection 
accuracy while preserving data privacy and 
minimizing computational overhead. 
The proposed model attained 89% accuracy, with 
strong precision and recall scores, while requiring 
significantly less memory and processing power 
compared to complex deep learning architectures. 
Performance evaluation using confusion matrices, 
ROC curves, and training accuracy plots further 
confirmed the model’s robustness and efficiency. 

In contrast to many existing FL-IDS approaches that 
rely on deep or ensemble models with high resource 
demands, our solution strikes a practical balance 
between accuracy, interpretability, and deployability, 
making it well-suited for real-time intrusion detection 
at the edge of IoT networks. 
This research highlights the feasibility of deploying 
lightweight FL-IDS solutions in environments where 
data privacy, low latency, and energy efficiency are 
critical. As IoT ecosystems continue to expand, such 
models will play a vital role in enabling scalable and 
secure distributed intelligence. 
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