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Abstract
With the growth in the number of network users because of
improvements in network technologies, there has been a
corresponding increase in the traffic data on networks, which has
become susceptible to attacks and intrusions. Hence, there is a
growing need for effective security mechanisms for anomaly
detection and prevention of intrusions. Of late, network security has
drawn much attention from researchers and labs. This paper
discusses the present review of current progressions of anomaly
detection based on published studies in the past five years. Modern
techniques and opportunities are considered along with discussing
various applications of such technologies as WSNs, the Internet of
Things (IoT), high-performance computing, industrial control
systems, and SDNs. Advancement in machine learning and artificial
intelligence has improved techniques for anomaly detection.
Supervised, unsupervised, and semi-supervised learning improve
the detectability of attacks. Supervised models make use of labeled
datasets to recognize known attack patterns, while unsupervised
models identify new ones by analyzing traffic behavior without prior
threat knowledge. Hybrid approaches that combine multiple
approaches are becoming a robust solution to the complexities of
network traffic. The paper further introduces ongoing challenges in
enhancing the anomaly detection system with regard to the
handling and reduction of false positives in high-dimensional data
and achieving real-time processing for increased reliability. All this
detailed analysis is done to make an attempt at a clearer picture of
the present scenario with regard to anomaly detection and the
upcoming trends in network security.
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INDEX TERMS: Anomaly Detection, Networks, Supervised, Intrusion,
Unsupervised, Anomaly Detection
Introduction
The detection of anomalies and abnormal activity in the network
have become the most common problem in the industrial research
area [1]. Anomaly detection is widely used in different types of
applications, such as health monitoring systems, fault detection in
critical systems, fraud detection, crime investigation, and cyber-
intrusion detection [2]. With the rapid development of extensive-
scale network technology along with users and services, the security
of information is becoming imperative for any network system.
Therefore, many studies and researches took a broad scope in the
security area, with various methods and techniques that helped
many researchers to work on the development of algorithms and
feasible methods in the detection of abnormal activities innetwork
traffic. The machine learning (ML) concept has been actively present
in the last decade in many applications to solve various problems in
network security. The major problem to whichML techniques are
applied is anomaly detection in the network. Many ML techniques
have been used or proposed for this purpose in different aspects
and different methods, but the most used techniques are
categorized under supervised and unsupervised machine learning.
Based on review studies in this area, these two types of ML have
received considerable attention by researchers, who suggested
these techniques to be used either separately or combined [3]. In
fact, several researchers have used these two ML techniques and
their results have led to improved performance of attack detection
and increased anomaly detection efficiency. The question that
remains is: how do researchers decide which ML (unsupervised or



505

supervised) technique to use for a specific problem or dataset? In
other words, how do we know which ML technique is going to fit
better with our dataset and lead to better results?

These questions motivated us to investigate the differences
between the supervised and unsupervised approaches in recent
applications related to anomaly detection systems. The main aim of
this survey is to review various ML techniques used for anomaly
detection to provide maximal understanding amongst the existing
techniques that may help interested researcherstoboost their future
work in this direction. The paper is structured as follows.

In section 2, we discuss the different types of anomalies.
Section 3 describes the use of ML for anomaly detection. In section4,
we explain the significant types of network attacks. Sections 5 and 6
discuss the supervised and unsupervised techniques recently used
and their variations are evaluated. In section 7, we compare the
supervised and unsupervised techniques. Section 8 presents the
work on semi-supervised techniques briefly. Finally, we conclude
our work and highlight some open issues and challenges in section
9.

A computer network is a combination of many individual
entities assembled together to provide complete and various
communication services. Anomalies in these networks are network
activities that differ from standard, usual or expected behavior, and
are suspected from a security perspective. They are also known as
abnormal activities that attempt to disrupt the normal functions of
the network.

Define anomalies as "patterns in data that do not conform to
a well- defined notion of normal behavior". express the term as "a
point in time where the behavior of the system is unusual and
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significantly different from previous, normal behavior [4]. Anomalies
are also called abnormalities, outliers, or exceptions. They have
been defined in manyways by different authors with different
backgrounds, resulting in creating confusion of the terms related to
anomalies. To understanding those definitions, the first step to
knowing what isabnormal in a network system is understanding the
normality. There are various types of network anomalies [5], which
can be categorized into three types: point anomalies, contextual
anomalies, and collective anomalies, as shown in Figure 1.

A point anomaly is considered as the simplest type of
anomaly, where any single point of data has different attributes
fromits group of data. For example, in credit card transactions, the
dailyspend of money is a hundred dollars, but on a specific day the
spending rises to four hundred dollars. This type of anomaly
transaction is called a point anomaly [6].

A contextual anomaly also known as a conditional anomaly,
where the data behave anomalously in a specific context. However,
conditional anomalies are usually applied to time- series data. For
example, admission for short courses during summer takes typically
30 to 40 students for each course. If the admissions in some courses
are below 15 students, we considered this as an anomaly. A
collective anomaly is detected when a collection of data groups
behaves anomalously within the whole dataset. In this type,
individual anomaly behaviour is not considered as anomalies.
Nevertheless, the frequent occurrence in these data is considered an
anomaly. For a better understanding of the concept, the following
example is given: in the computer, there is a sequence of actions
that occurs together, such as buffer-overflow, HTTP-web, FTP,
HTTP-web, SSH, HTTP-web, SSH, buffer-overflow, HTTP-web [6].
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Anomaly Detection Use Machine Learning
Anomaly detection is the process of finding an effective way to
discover anomalous values in a dataset that behave abnormally in
the system. The importance of this process lies in that anomalies in
data are translated into important practical information in a wide
range of application areas. Anomaly detection provides a method
of identifying a possible threat behavior and takes appropriate
action when it occurs [7]. Generally, the anomaly detection system is
an automated security system used for monitoring, analyzing, and
detecting abnormal activities within a network or host report that
there are four major elements to be considered when creating an
anomaly or intrusion detection system: resources to protect, models
to identify the typical behavior of the resources, techniques that
compare the actual activities of these resources with their healthy
behavior’s, and, finally, identifying what is considered anomalous or
unwelcome objects. In this paper, we focus on anomaly-based
intrusion detection systems (AIDS) [8]. However, the investigation
of network intrusion using AIDS has been of interest to many
researchers and authors. The researchers have presented a detailed
description of various aspects and types of anomaly detection
systems along with various models and techniques used to defend
many attacks that we will discuss in detail later. In any network
computer system, there is potentially a large number of activities,
traffic, and log information available on it [9]. The majority of
activities are standard, but a tiny number of activities may be
outside the border of what is usual or expected. Those unexpected
activities are potential anomalies or intrusions. However, as the
dataset of such systems is extremely large, diverse, and ever-
growing, the patterns of the anomaly may not be evident and easy
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to find. The ideas of the concept of machine learning may be an
essential way to find potential intrusion patterns. Machine learning
aims to extract valid, potentially helpful, and significative patterns
torecognize intricate patterns in existing datasets to help to make
intelligent decisions or predictions, by using a nontrivial learning
mechanism [10].

Figure 1. Anomaly in ML based Networks
In general,all machine learning algorithms follow standard

steps to classify the anomalies and intrusions, as follows:
Data Cleaning and Noise Removal: in this stage, the data is
cleaned by removing outliers and unwanted data. This will improve
the quality of the training data andlead to a better and more
accurate prediction model. classify or label the data into normal or
abnormal [11].
Named Entity Recognition: it is necessary to know some entities
to predict anomalies such as packets, IP address, time, size, and
activity, then classify them as positive normal, or abnormal.
Subjectivity Classification: Subjectivity is a term referring to any
attributes, events, or the properties of entities.
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Feature Selection: the process of automatically selecting the
features which are relevant to our data to predict the interested
variables or output and help the system to detect anomalies [12]

The basic idea of using a machine learning algorithm is to
provide the ability to learn from a given dataset and address the
problems in a similar dataset automatically without human
intervention. Several algorithms and methods have beenused by
researchers and developers to overcome the network security
challenges and avoid network attacks. Primarily, the machine
learning approaches can be categorized into three main classes as
shown in Figure 2:supervised learning, unsupervised learning and
semi-supervised learning. Supervised learning is mainly used for
classification or prediction, whereas unsupervised learning is used
for clustering. The semi-supervised class is a hybrid approach
between supervised and unsupervised classes [13, 14]. Figure2 also
shows some examples of well-known classification and clustering
algorithms.

Figure 2. Machine Learning Techniques used in Networks [15]
Literature Review
A network attack is an illegal attempt to avail of the vulnerability of
a computer or network, attempting to break through the security of
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the network system. Researcher in [16] classifies attackers into two
types: external and internal. External attackers are unauthorized
users in the systems they attack, whereas internal attackers have the
authority to access the system, but do not have access to the root or
super user. Classify attacks into seven main types based on the
implementation of those attacks, as shown in Table 1. In this article, we
will concentrate on the most critical and recent attacks from different
categories with different examples. Also, we will highlight ML
approaches and algorithms used to detect those attacks.
Table 1. Attack categories Supervised Learning
Main
category

Definition Examples Ref

Infection Aim to infect the target system
either by tampering or by
installing evil files in the system.

Viruses, Worms,
Trojans.

[16]

Exploding Seek to explode or overflow the
target system with bugs.

Buffer Overflow. [17]

Prop Gather information about the
target system through tools.

Sniffing, Port
sweep, IP sweep.

[18]

Cheat Typical examples of this category
include attempts to use a fake
identity.

IP Spoofing,
MAC Spoofing,
DNS Spoofing,
Session
Hijacking, XSS
Attacks, Hidden
Area Operation.

[19]

Traverse Attempts to crack a victim system
through a dull match against all
possible keys.

Brute Force,
Dictionary
Attacks,

[20]
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Doorknob
Attacks.

Concurren
cy

Victimize a system or a service by
sending a mass of identical
requests which exceeds the
capacity that the system or the
service could supply.

Flooding, DDoS
(Distributed
Denial of
Service).

[21]

Others These attacks attempt to infect the target system by using
system bugs or weaknesses directly.

Classification is one of the terms which refers to supervised
learning. Applying supervisedtechniques on the network data sets
allows us to build a model, and the data instances can be labelled
using a set of attributes. Many supervised algorithms are used to
detect anomalies and intrusions in the network traffic and have
proven effectiveness and efficiency, such as Support Vector
Machine(SVM), Artificial Neural Network(ANN), Nearest Neighbour
algorithm, DecisionTrees, K-nearestneighbour, Ensembles classifiers,
and Naïve Bayes classifier. These algorithms are more commonly
used in the supervised learning approach. In the following, we
summarize the research works that have been done using these
supervised learning algorithms for anomaly detection in the past
five years.
Support Vector Machine (SVM)
Introduced a new Intrusion Detection model based on a Particle
Swarm Optimization algorithm(PSO), which joins a feature selection
algorithm using information gain with a SVM classifier. The authors
concluded that, by combining feature selection and parameter
optimization for SVM, training and testing time are reduced and the
effectivenessof the SVM Classifier is improved. The proposed model
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FS PSO-SVM results in obtaining ahigh detection rate and the
lowest false positive rate. They tested the effectiveness of the
proposed model by using the NSL-KDD Dataset, which includes 41
features, and by testing the model through 4 types of network
attacks: DoS, R2L, U2Rand Prob [22]. Proposed an intrusion
detection (ID) framework based on the SVM ensemble classifier
with increasing features selection. Their idea is to integrate the
powerful quality-improved transformation with the SVM ensemble.
They built a robust intrusion detection framework with low training
complexity, powerful performance, and high accuracy. However,
they considered only the binary case of intrusion detection
problems. They applied their proposal on the NSL-KDD Dataset
and used a cross-validation (10-fold) method to train and test the
model. The result of their experiment showed that the proposed
framework could achieve robust performance, a high detection rate,
and a low false alarm rate [23].

Presented a novel framework to enhance the resilience of
SVMs against training-data-integrity attacks. The proposed
approach uses random projections on top of the learners. This
makes it challenging for the attacker to guess the specific
configurations of the learners. They introduce novel indices that
ensure the shrinking of the data and increase the detection
accuracy.Their contribution is characterized by the use of nonlinear
random projections for defense techniques for learners (SVMs/One
Class SVMs). Several datasets were used in this experiment, such as
MNIST, CIFAR- 10, and SVHN.The results indicated that SVM and
OCSVM could be significantly affected if an attacker can manipulate
the trained data [24].

Another approach using the SVM algorithm is proposed by
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[25] to address the problem of the long training time of the
prediction model, the authors proposed a prediction model based
on the map-reduce technique and SVM classifier. They used an
SVM classifier as a base classifier for the model and optimal
parameters performed by the Cuckoo Search (CS).They used the
Map Reduce (MR) technique and CS algorithm to enhance the SVM
classifier to optimally solve the general problem of parameter
optimization. They stated that the proposed model reached better
results in terms of accuracy and it reduced training-time costs. [26]
developed a Naïve Bayesian (NB) model for network intrusion
detection based on PCA (Principal Component Analysis). The model
utilized NB with PCA to extract new properties that helped them to
improve the traditional NB algorithm, where traditional NB cannot
consider the problem of weights in attributes. KDD CUP 99 was the
experimental data set, and the type of attacks that dataset included
were DoS, U2L, R2L, and Probe attack. This experiment has a good
result in the detection rate with weighted Naïve Bayes classification,
and it solves the problem of feature redundancy.

Author in [27] proposed a version of a Naïve Bayesian one-
class classifier, OCPAD, for payload-based anomalies detection.
OCPAD is a content method that identifies network packets with
untrusted payload content. They have done many experiments with
a large dataset showing that OCPAD can perform at an excellent
level to detect anomalies with increasing Detection Rate as well as
an agreeable False Positive Rate.

Author in [28] introduced a novel algorithm based on the
Naïve Bayes model to detect attacks in data training. In their study,
they conducted four testing data stages on the Kyoto 2006+
dataset. The training dataset contained 5000 average records and
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5000 attacks, and all the four tests were evaluated by the Naïve
Bayes model, which resulted in higher accuracy and detection rate.
Author in [29] presented a new model of using the Naïve Bayes
algorithm- based intrusion detection system. The proposed
approach aims to protect the Internet of Things (IoT) infrastructure
from Distributed Denial of Service (DDoS) attacks generated by the
intruders and the complexity of IoT, where the data comes from
heterogeneous resources that helped this type of attack to spreadin
the IoT network.

The authors implemented a multi-agent- based IDS (NB-
MAIDS). An NB classifier was applied with a multi-agent system
(MAS) throughout the network and agents. They collected the
information from sensors which help the system to report the
activities of the abnormal nodes on the IoT network. This proved
the efficiency of the NB classifier with multi-agents in the proposed
approach, giving better performance to prevent attacks very
quicklywith low execution costs. The experiment of proposed
classifier effectiveness was tested on the NSL- KDD dataset.
Table 2. Supervised Anomaly detection approaches
Year ML Technique Anomaly type Dataset Detection

Accuracy(%)
[30] MR-SVM

classifier
generic attack
in
network

KDD, DARPA 96.16%

[31] PSO – SVM
Classifier

DoS, R2L, U2R
and Prob

NSL-KDD 99.5%

[32] SVM ensemble
classifier

binary case of
intrusion
detection

NSL-KDD 99.36%
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problems

[33] SVM and OCSVMtraining-data-
integrity
attacks

MNIST,
CIFAR-10,
SVHN

97%

[34] Naïve Bayesian
with PCA

DoS, R2L, U2R,
and Prob

KDD CUP 99 87%

[35] Naïve Bayesian
OCPAD

Generic attack HTTP dataset. 100%

[36] Naïve
Bayes(ANADA)

Generic attack Kyoto 2006+ 96.66%

[37] NB-MAIDS DDoS attack NSL-KDD 90%

Figure 3. Delay in packets inMachine Learning Techniques used
in Networks [37]

Nearest Neighbour
The nearest neighbour classifier is one of the supervised learning
techniques that is widely used for anomaly detection. [38]
introduced an effective detection technique based on CKNN to
detect DDoS attacks. This method is applied across a data centre
network by utilizing the training data correlation information and
CKNN classification. Their contribution provideda novel approach



516

throughout the use of a CKNN classifier with correlation
information. This helped to reduce the size of training data and to
improve the classifier accuracy in detecting DDoS attacks with low
cost and minimum response time. In this work, the authors used
three types of dataset: broad, real, and KDD99.

Regarding the new type of Software Defined Networking
(SDN) and their network flow problems [39] presented an SDN-
based anomaly flow detection. This work was implemented for
DDoS anomaly detection, where the K-nearest neighbour algorithm
was the classification technique performed to detect flows using P-
value. The results of the experiment showed that the DPTCM-KNN
algorithm increases the detection accuracy rate of the anomalous
flow detection, as well as reducing the false positive rate. This
confirms that the algorithm has very good-performance in SDN
platforms.
Background and Findings based on Anomaly types
Table 2 shows a comparison between the above research works that
used the different supervised learning algorithms for anomaly
detection. The comparison is in terms of publication year,
supervised learning technique used, type of anomaly detected,
dataset used, and accuracy
Table 3. Unsupervised anomaly detection approaches (SoA:
State-of-the-art)
Year ML

Technique
Anomaly type Dataset Detection

Accuracy (%)
[40] HMM Generic network

attack
Real-time
network

93.2%

[41] HMM Normal,DoS,MFCI,M
PC

Collected by
researchers

93.4%
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I,MSCI,CMRI
[42] HMM Benign, DoS Hulk,

Port Scan, DDoS,
DoS, FTP
Patator

CICIDS2017 97.9%

[43] weighted
HMM

DDOS attacks DARPA2000 Better than
the SoA

[44] PCA DDoS attacks Abilene
network
dataset

93.33%

[45] PCA generic attack KDD-CUP
and
UNB-ISCX

98.8%

[46] Robust PCADDoS attacks, IP
sweeps and probing
and
breaking

DARPA Better than
the SoA.

[47] PCA Generic attack Kyoto
Honeypot

Better than
the SoA

[48] Gaussian
Mixture
Model

Generic attack WNS
simulation

Better than
the SoA

[49] Gaussian
Mixture -
GMMs

Zero-day UNIBS-2009 98.7%

[50] GMMs Outliers Collected by
researchers

Better than
the
SoA

[51] GMMs DoS, R2L, U2R, and NSL- KDD Better than
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Prob the
SoA

[52] hierarchical
approach

DoS, R2L, U2R, and
Prob

NSL-KDD 96.1%

[53] GAFCM +
SVM

DoS, R2L, U2R and
Prob

NSL-KDD 99.76%

[54] dynamic
hierarchical
clustering

DoS, R2L, U2R, and
Prob

KDD-Cup-99 98.2%

[55] hierarchical
clustering

BOT, DoS, R2L,
U2R,Prob, PSCAN,
Web
Attacks

CICIDS2017 99%

Conclusion
With our lives getting more and more digitized, computer networks
grow more critical and reliable service. At the same time, however,
they become increasingly liable to anomalies and worse-than-those
malicious attacks. Therefore, this motivates many researchers to
propose various solution approaches to the broad overall problem
of anomaly detection in network traffic, especially machine
learning-based techniques, whether supervised or unsupervised.

In this paper we surveyed works in the area of anomaly
detection using machine learning in the last five years. To begin
with, we explained the context relevant to our research work: (i) the
types of network anomalies;(ii) the categories of machine learning
approaches; and (iii) the types of network attacks. After that, we
have studied, classified and commented the papers that utilize
machine learning technologies for anomaly detection. Finally, we
emphasized some open issues that will be the key towards
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enhancement of anomaly detection systems. Based on the above
research, we were able to identify a plethora of things that deserve
greater attention by For instance, detection rate, process complexity,
and high false alarm rate, among others are examples of the
research community within the anomaly detection area. We also
find that an important challenge continues to be in realizing real-
time anomaly detection systems, particularly where the type of data
coming is constant in the changes of the stream. Finally, we observe
that despite more than enough having gone into anomaly
detection on normal computer networks, spread of the IoT and
consequently their pervasiveness is what increases the need for
them.For more scalable and accurate anomaly detection methods,
oriented towards handling different data types, the security level of
the IoT network infrastructure has to be top-notch.
Funding Statement: The authors received no specific funding for
this study.
Conflicts of Interest: The authors declare that they have no
conflicts of interest to report regarding the present study.
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