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 Abstract 

Detection of the object is an important technique for tracing and classifying 
objects in a picture or video. It is attained by sketching bounding boxes around 
the objects and allocating them consistent category labels. Earlier approaches, 
such as image filtering and training models on unambiguous weather situations, 
have proven insufficient. To overcome these problems, we propose a Deep 
Learning Model using YOLOv11 for robust traffic sign detection and 
identification. YOLOv11 suggests improvements in real-time object detection, 
surrounding tasks like instance segmentation, classification, and oriented object 
detection. The proposed model comprises an IoT input unit for image capture, a 
detection unit utilizing YOLOv11 for feature extraction and processing, and a 
voice activity detection unit to provide drivers with auditory alerts regarding 
detected signs. This integrated system aims to increase driving safety and efficiency 
by permitting vigorous and consistent traffic sign detection in real-world driving 
scenarios. The system is very efficient, achieving a weighted F1-score of 98.29%, 
weighted precision of 98.93%, weighted recall of 97.69%, weighted validation 
accuracy of 95.97% and macro validation accuracy of 96.17%. 
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INTRODUCTION
Detection of objects is an important technique for 
tracing and classifying objects in a picture or video 
[1]. Through the fast improvement of aided and 
autonomous driving technologies, the traffic sign 
detection system (TSDS) has become vital for 
civilizing driving safety and traffic productivity [2]. 
However, traffic signs are small in size in pictures, 
making them hard to detect [3]. The lighting and 
similar-looking objects also affect the detection of the 
road sign. The traffic sign detection system (TSDS) 
needs to work better in bad weather or low light. 
More research is needed to make working in 
dangerous situations. In the past, traffic sign 
detection used color and shape for the identification 

of the sign. Now, deep learning is being used for 
better results [4][5]. While traffic sign detection has 
improved, little focus should be on its performance 
in bad weather. Image filtering is being used to 
handle fog, low light, and rain in some studies, but 
this is slow and was not very good in real use [6] [7]. 
 Some studies avoided image preprocessing and 
trained models on bad climate (fog, rain, and night) 
because of a lack of generalization; these models did 
not work properly on real roads because they lacked 
[8] [9]. Some research used the same traffic signs in 
adjacent pictures to improve precision. These 
methods worked well, but there was a problem with 
that because vehicles passed away quickly, and time 
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was wasted in recognizing the signal. This made it 
less useful in real driving [10]. It is vital to expand 
traffic sign detection in one go for real-world use.  
In this study, we are proposing a Deep Learning 
Model (YOLOv11) for detecting and identifying the 
traffic signs in severe weather situations. YOLOv11 
arises as a dominant and multipurpose improvement 
in the jurisdiction of real-time applications in the 
YOLO series. It can handle the various tasks, 
including instance segmentation, classification, 

position approximation, and orientation of objects 
[11]. YOLOv11 is constructed to monitor rules. It 
works in diverse circumstances. It can run with 
limited power on small devices. It also originates in 
various sizes to fit different needs. Finally, 
YOLOv11's improved performance and flexibility 
position. It’s an appreciated tool for a varied range of 
applications [12]. 

     

 
Figure 1 Road-signs: 

 
Related Works: 
Detection algorithms involve One-stage detectors 
that detect objects in one go without extra processing 
[13], while Two-stage detectors first improve the 
accuracy by processing the detected objects and then 
handle classification. Two-stage detectors involve R-
CNN, Fast R-CNN, and Faster R-CNN [14] [15][16]. 
In 2014, R-CNN was presented by Girshick and his 
team. This model was used for detecting and locating 
objects in pictures, by gaining high accuracy. In 
2017, the Region Proposal Network (RPN) was 
introduced by Girshick and his team [17]. It public 
image with the detection network, forming region 

suggestions with nearly no additional cost and 
improves the accuracy [18]. One-stage detectors 
include SSD, RetinaNet, and YOLO [19] [20]. 
Redmon and his team introduced YOLO in 2016 
[19]. It identifies objects by detecting their locations 
and classes in one go. This made detection fast and 
effective for real-time applications. YOLO series is 
becoming most famous due to speed, efficiency, and 
accuracy, and day by day improvements in 
architectures for real-time applications [21]. The 
timeline evolution of the YOLO series is given in 
Figure 1. 
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Figure 2-YOLO Evolution Timeline

We are proposing a model in which we use 
YOLOv11 for object detection. YOLOv11 is the 
most recent model in the YOLO series, having great 
speed, accuracy, and efficiency for object detection, 
even though they are very small. YOLOv11 arises as 
a dominant and multipurpose improvement in the 
jurisdiction of real-time applications in the YOLO 
series. It can handle various tasks, instance 

segmentation, classification, position approximation, 
and orientation of the object. YOLOv11 is 
constructed to monitor rules. It works in diverse 
circumstances. It can run with limited power on 
small devices. It also originates in various sizes to fit 
different needs [22]. The YOLOv11 model 
architecture is given below in Figure 2 [11]. 
 S Nikhileswara Rao et al. 
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Figure 3-YOLOv11 Architecture 

 
There are three main parts of a YOLOv11 model the 
backbone is used for extraction of initial features in 
the image using convolution layers and utilizes 
blocks like Spatial Pyramid Pooling and C3k2, the 

neck is used to refines and combine those features 
and to processes further extracted by backbone, and 
the head produces the final results like class 
probabilities and bounding boxes.  
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Figure 4-Road Sign Detecting System 

 
Model Working and Construction: 
The proposed model comprises of three main parts: 
The IoT Input unit, the Detecting unit, and the 
Voice activity detection. The IoT Input unit is used 
to capture the image; after that, it transfers the image 
to the detection unit. The detecting unit is used for 

extracting the image features, and the processed 
extracted feature is transferred to the Voice activity 
detection unit. The voice activity detection unit is 
used to produce the voice informing the drivers 
about the sign to take action accordingly. 

 
Figure 5-Trained Model 

 
Methodology: 
Dataset and Resource: 
The Dataset is used in this study was downloaded 
from Robo-flow platform. A well-known cite for 
Computer vision datasets. 
 

Data Acquisition: 
The raw images were given to the proposed model 
for training. Different types of images are used to 
train model on different diverse environment to 
increase the model robustness and generalization 
capabilities in real-world scenarios. Robo-flow 
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provides the annotated images. Annotated images 
will increase the training of models. 
 
Preprocessing and Augmentation: 
To increase the range and robustness of the datasets, 
Preprocessing and augmentation techniques were 
used so that model can get the maximum feature to 
perform the tasks. 
 
Preprocessing and Augmentation 
To enhance the diversity and robustness of the 
dataset, several preprocessing and augmentation 
techniques were applied within Robo-flow. In 
preprocessing resizing, auto-orient, grayscale, auto-

contract adjustment is used. In augmentation we 
rotate the images horizontally, vertically, randomly. 
Cropping, shear, noise etc also done in 
augmentations. This is used to prevent data leakage. 
 
Data splitting: 
After preprocessing and augmentation, the data set is 
splits into three parts. 70% images for training, 20% 
for validation and 10% for testing are used.  
Simulated Training Results: 
 
Performance Metrics: These metrics are used to 
calculate the performance.  

 
Table 1: Performance Metrics 
Metric Formula Explanation 

Precision 
ƫƿ

ƫƿ + Ғƿ
 Measure the correctness of the model 

Recall 
ƫƿ

ƫƿ + Ғη
 Handle the classification problems of the classes  

Accuracy 
ƫƿ + ƫη

ƫƿ + ƫη + Ғƿ + Ғη
 Measure the correctness of a classification model. 

F-1Score 2 ∗
𝑃 ∗ 𝑅

𝑃 + 𝑅
 

Measure the harmonic mean between Precision and 
Recall of the model. 

FNR 
Ғƿ + Ғη

ƫƿ + ƫη + Ғƿ + Ғη
 

Predicts how the system fails to identify the positive 
instances of. 

TPR 
ƫƿ

ƫƿ + Ғη
 Measured the positive cases that are recognized by the 

classification model. 

TNR 
ƫη

ƫη + Ғƿ
 Measure the negative cases that are recognized by the 

classification model. 
Confusion Matrix: It is a table that indicates how healthy a model calculates classes compared to actual results. It 
is used to calculate the performance of the model by showing correct and incorrect predictions. 
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Figure 6: Confusion Metrix 
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Table 2: Confusion Metrix 
 
Recall-Confidence Curve: This is a graph that tells how recall variations occur when we alter the confidence level 
of a model’s predictions. It helps to recognize the stability between recall and confidence in classifying or detecting 
objects. 

 
Figure 7: Recall Confidence Curve: 
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Precision-Recall Curve: It provides information related to precision and recall at different confidence levels. It 
supports calculating the performance of a model if the datasets are imbalanced. 

 
Figure 8: Precision Recall Curve 
 
Precision-Confidence Curve: It is a graph that tells how precision varies as the confidence threshold is regulated 
in a model. It supports examining the adjustment between precision and confidence levels in object detection or 
classification. 
 

 
Figure 9: Precision Confidence Curve 
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F1-Confidence Curve: The F1-confidence curve assists you in recognizing how to balance accuracy and recall to 
acquire the top performance from a model. 

 
Figure 10: F-1 Confidence  Curve 
 
Results: 
The results graphs represent the validation and training performance of 100 epochs. 

• Positive Learning: The model is knowledge successfully, as exposed by decreasing losses (box, 
classification, and distribution focal loss) and growing precision/mAP (mean average precision) on both 
training and validation sets. 

• Good Generalization: The validation metrics demonstrate that the model is generalizing healthy to 
unseen data, representing it is not overlearned. 

• Potential for Improvement: While performance is good, more enhancements might be imaginable over 
more training epochs, hyper parameter alteration, data augmentation, or exploring different model 
architectures. 

 
Figure 11: Results of Model during training phase 
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Results of different datasets on different models: 
Sr.No Model Name Precision Recall F-1 Score mAP Validation Accuracy 
1 CNN [23]    99 95 
2 Yolo-BS  [24] 87.9 80.5  90.1  
3 Yolo [25]   0.8987 98.8  
4 Yolov10n [26] 92.6 87.9  93.9  
5 MH Yolo based 

on Yolov10 [26] 
85.5 88.5  94.5  

6 Yolov11 95.55 0.9930 0.9759 98.93 Macro 96.17 
Weighted 95.97 
Overall 96.25 

Table 3: Results of Different Models 
 

Conclusions: 
Object detection is very important in real-time 
applications. Many approaches were used to 
detect the object. Identifying the boundaries of 
earlier approaches, such as slow image filtering 
and poor generalization of models trained on 
exact weather conditions, our approach 
influences the speed, accuracy, and efficiency of 
YOLOv11. We are proposing a Deep Learning 
Model (YOLOv11) to increase traffic sign 
detection and identification, mostly in 
challenging climate conditions. YOLOv11's 
versatility in handling numerous computer 
vision tasks, its flexibility to dissimilar 
conditions and devices, and its completely 
enhanced performance mark it as an 
encouraging tool for real-time traffic sign 
detection. The proposed model comprises an 
IoT input unit for image capture, a detection 
unit utilizing YOLOv11 for feature extraction 
and processing, and a voice activity detection 
unit to provide drivers with auditory alerts 
regarding detected signs. This integrated system 
aims to increase driving safety and traffic 
efficiency by permitting vigorous and consistent 
traffic sign detection in real-world driving 
scenarios. 
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