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 Abstract 

Cardiovascular heart disease is one of the most fatal problems in the world and 
is a major cause of deaths globally, reaching around 17.9 million deaths every 
year. Timely prediction of heart disease is critical for instant response to achieve 
favorable outcomes; therefore, it requires accurate diagnosis at the right time. 
Today, the healthcare field has a lot of data, but not much enough knowledge. 
Machine learning allows computer programs to learn from existing data, get better 
at doing tasks through experience without needing help from people, and then use 
what they have learned to make smart choices. There are many different methods 
and tools in data mining and machine learning that can be used to get useful 
information from databases and to apply that information for better and more 
accurate diagnosis. In this research, we compared three machine learning 
algorithms—Support Vector Machine, Gradient Boosting, and Rotation Forest—
to find out which one works best for predicting heart diseases on time. We looked 
at how accurate each method was, and both Rotation Forest and Gradient 
Boosting were the most accurate. 
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INTRODUCTION
Data mining is termed as acquiring useful and 
valuable information from complex data using a 
combination of statistical and computational 
tools. With the help of these tools, organizations 
can make predictions about future developments 
in complex data and facilitate intelligent multi-
dimensional decision-making in numerous fields 
such as telecommunications, finance, transport, 
and insurance [1]. Machine Learning (ML) 
methods enhance diagnostic accuracy, make 
treatment plans more personalized, and facilitate 
more appropriate resource utilization in clinical 
environments [3]. ML techniques have shown 

great potential in the field of healthcare 
applications, especially in heart disease prediction 
and classification. In real-world settings, the poor 
quality and format of medical data hinder accurate 
and timely decision-making. While ML has been 
extensively used for the prediction of heart disease, 
little comparative literature is available to study the 
strengths and weaknesses of various models [9]. 
Considering advances in artificial intelligence 
(AI), computing capacity, and data storage, 
healthcare analytics is becoming more efficient 
and scalable [4]. Several methods of preprocessing 
and ML have been applied to convert raw 
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healthcare data into usable information for 
decision-making, specifically the prediction of 
heart disease [5]. Cardiovascular diseases (CVDs) 
are the leading cause of death globally, with an 
estimated 17.9 million deaths every year as per the 
World Health Organization [2]. The 
underutilization of rich medical data by healthcare 
systems continues to delay improvements in early 
disease detection and preventive interventions. 
This shortfall leads to the urgent requirement for 
intelligent systems that can interpret medical 
information for timely diagnoses and treatment 
[4]. The performance of three supervised machine 
learning methods—Support Vector Machine 
(SVM), Rotation Forest, and Gradient Boosting—
is evaluated and compared in this study for 
predicting early-stage of heart disease. These 
methods work on labeled datasets to find complex 
relationships and assist clinical decision-making. 
SVM works to construct optimal hyperplanes to 
classify between healthy and diseased patients [6]. 
As an ensemble method, Rotation Forest improves 
prediction by creating varied decision trees 
through feature extraction [7]. This research 
addresses the gap by analyzing Support Vector 
Machine (SVM), Rotation Forest, and Gradient 
Boosting classifiers. Through their performance 
evaluation, we seek to determine the most 
appropriate model for real-time, accurate heart 
disease diagnosis. The goal of this research is to aid 
clinical decision-making with a strong assessment 
of machine learning classifiers, thereby 
contributing to timely and efficient treatment 
measures. 
 
CARDIOVASCULAR DISEASES: 
Cardiovascular diseases (CVDs) constitute a 
variety of heart and blood vessel disorders such as 
coronary heart disease, rheumatic heart disease, 
and disorders of peripheral arteries. Four out of 
five heart disease deaths are due to CVDs, and 
one-third of these happen in individuals aged 
under 70 years old [8]. The primary cause of most 
heart conditions is myocardial ischemia, resulting 
from atherosclerosis, which narrows or blocks 
arteries that curb blood and oxygen supply to 
tissues [6]. Reduced blood and oxygen flow can 
result in heart failure, often showing signs like 

breathlessness, leg swelling (edema), and sudden 
weight gain. Arrhythmias may present with 
dizziness, palpitations, or fainting. Valvular heart 
disease typically involves heart murmurs and 
similar signs to heart failure [9]. According to the 
World Health Organization, significant 
cardiovascular disease risk factors are [10].  

• Alcohol consumption   
• Use of Tobacco 
• Increasing blood pressure (hypertension)   
• Elevated cholesterol   
• High blood glucose (diabetes) 
• Restfulness (Inert) 
• Obesity 
• Unhealthy eating habits  

 
LITERATURE REVIEW 
Ahmed, I. [12] proposed a predictive model for 
detection of heart disease using an array of 
machine learning algorithms. UCI repository was 
used to obtain the dataset which contains 303 
instances. After data cleaning, the following ML 
algorithms were applied: NB, DT, SVM, Bagging, 
Boosting, and RF. The result shows that RF 
(RandomForest) performed best with 89.4% 
accuracy. 
Patel, J. et al. [13] conducted research on 
predicting heart disease using machine learning 
algorithms. They utilized the UCI repository's 
dataset for training and testing the classifier 
models, i.e., NN, SVM, and Random Forest 
models. Among the classifiers, the Support Vector 
Machine had the greatest accuracy at 84%, only 
slightly better than the Neural Networks at 83% 
and the Random Forest at 80%. 
Mohan, S. et al. [13] employed heart disease data 
primarily from Cleveland's UCI repository. In 
their research work, a mixed approach was 
applied. For data preprocessing, multi-class and 
binary classification techniques were applied. The 
Random Forest classifier, along with a linear 
approach, was used as a machine learning 
algorithm and yielded an accuracy of 88.7%. 
In 2024, Hajiarbabi, M. [14] extended an extensive 
review by integrating the outcomes of different 
studies in predicting heart disease for the period 
2015–2024. Kaggle repository databases were 
recommended for data collection, and the 
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accuracy of multiple machine learning algorithms 
was analyzed. Among the analyzed algorithms, 
XGBoost, Naïve Bayes, and K-Nearest Neighbor 
classifiers were recommended on the basis of their 
performance. 
Rodriguez, J. J. et al., [16] investigated cancer risk 
predictions through machine learning. They 
gathered multiple datasets from UCI and the 
National Lung Screening Trial (NLST). Support 
Vector Machine and Rotation Forest were 
implemented as machine learning classifier 
models. The proposed models were trained with 
specific dataset and then tested on breast, lung, 
prostate, colon, and leukemia cancer datasets. 
Results revealed that Rotation Forest performed 
excellently for breast cancer, with an accuracy rate 
of 96.49%.  
Hassan, C. A. U. et al., [17] explored coronary 
heart disease prediction in 2022 through various 
machine learning classifiers, using a dataset of 303 
samples and 14 features after data cleaning and 
removal of noisy data. The Gradient Boosted Tree, 
RF, and Multilayer Perceptron models were 
trained and tested in terms of accuracy to 
recognize the best classifier. Results revealed that 
the Random Forest-based structure outperformed 
other methods with an accuracy of 96.28%.  
Wisaeng, K., [18] examined K-Nearest Neighbor 
and Multilayer Perceptron for classification and 
forecasting heart diseases. The obtained dataset, 
having 14 attributes, used back-propagation for 
data preprocessing, but with the use of feature 
selection techniques, the models showed poor 
performance. The differences in accuracy in the 
testing dataset between 13 attributes is 93% and 8 
attributes is 90%. 

In 2023, Al-Batah, M. S. et al., [19] built an 
intelligent system for heart disease forecasting for 
use in Jordanian hospitals. They utilized a dataset 
having 1,025 patients' recorded data with 14 
features. Various models were tested, such as RF, 
Neural Networks, NB, and Logistic Regression. 
Random Forest delivered an accuracy of 98.4%, 
which was the best among those investigated.  
Roman, M. et al., [20] investigated the prediction 
of stroke disease and constructed K-Nearest 
Neighbor and Decision Tree algorithm models. 
They gathered data from hospitals located in 
Peshawar, which had 12 data attributes. Genetic 
Search and Chi-Square were used for optimal 
feature selection to achieve better prediction. 
Based on their results, KNN, along with Genetic 
Search, yielded an optimal accuracy of 97.5%, 
better than Decision Tree models. 
 
RESEARCH METHODOLOGY: 
In our research work, an intelligent integrated 
model was developed for forecasting CVD 
diseases. After data preprocessing, the dataset is 
split into two: One portion of dataset were used 
for training and the other portion were used for 
model testing. SVM, Rotation Forest (RF), and 
Gradient Boosting classification models were 
applied individually using a Python environment, 
as shown in Figure 1. First of all, the models were 
trained based on the training portion of data and 
after training the test data was used to calculate the 
accuracy of the proposed integrated model. 
 
 
 
 

 

 
Fig 1: Machine Learning Models Architecture 
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The above model was executed with the PyCharm 
IDE. Pandas and NumPy libraries were imported 
and used to handle data, and Matplotlib was used 
to visualize outcomes. Additionally, other 
machine learning libraries were imported, such as 
Scikit-Learn for models, preprocessing methods, 
and performance metric measurements. All the 
above libraries were collectively used to perform 
data loading and handling, data processing, model 
building, and measuring performance. 
 

Data Collection: 
The dataset was sourced from Kaggle, comprising 
1,025 patient entries with 14 features, which were 
used to evaluate the risk of having heart disease. 
Table 1 presents a summary of the collected data, 
listing key value attributes. 
 
 
 

 

 
 

Table 1: Attributes Description

Data Preprocessing: 
This stage helps to enhance the data reliability. 
Data cleaning, integration, reduction, and 
removal of outlier tasks are performed at this stage. 
Feature subset evaluation is used to identify the 
least number of parameters. The selected 
attributes presented results similar to those 
attained with all attributes [21]. To pre-process the 
data for machine learning models, the dataset is 
first checked for outliers and missing values. Then, 
the separation of features and labels is done, where 
the dataset is divided into features (x) and the 
target variable (y). 
 
 

MODEL IMPLEMENTATION: 
The construction of a model that can be used to 
classify a group of items, which will later be used 
to assign class labels or attributes to yet unknown 
objects in the future, is known as classification 
[21]. In the organized intelligent integrated model, 
the support vector machine, Rotation Forest, and 
Gradient Boosting classifier were used for heart 
disease prediction. 
 
Support Vector Machine: 
Support Vector Machine (SVM) is a type of 
machine learning algorithm (Supervised) that is 
used mainly for classification tasks [23]. Its 
ultimate focus and goal is to identify the best 
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hyperplane that clearly separates data points from 
different classes. SVM transforms the input data 
into a higher-dimensional space using a kernel 

function and then builds a hyperplane that creates 
the widest possible margin between classes.

 
The algorithm works as follows: 

• Mapping each point to a higher-
dimensional space using a kernel 
function.  

• Finding the hyperplane that excellently 
splits the mapped points into their 
corresponding classes.  

• Passing the new data point through the 
same kernel function for applicable 
prediction. 

Optimization problem used to find the hyper 
plane can be expressed as in equation 1: 

 
 
 
 
 
 
 
 
 
 
 
 

                         
 

 
(Equation 1: Optimization Problem in SVM) 

 

 

 

 

 

Rotation Forest Algorithm: 
It is an ensemble learning approach that improves 
decision tree performance using feature extraction 
algorithms such as Principal Component Analysis 
(PCA) to generate rotated feature spaces for each 
of the base classifiers [23]. The training data is 

divided into feature subsets using PCA. These 
transformed features are aggregated to create 
another training set. Several decision trees are 
trained using these rotated datasets, and 
predictions from each of them are combined using 
majority voting, as shown in figure 2 [24]. 

Whereas, 

w is the weight vector, 

b is the bias term, αi is a Lagrange multiplier, 

iy is the label for the ith training example, and 

ix is the ith training example mapped to the higher-dimensional space. 
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Fig 2: Working of Rotation Forest.

Gradient Boosting: 
Gradient Boosting constructs models sequentially 
using gradient descent to optimize a loss function. 
It begins with an initial weak learner (usually a 
decision tree), and in each step, another model is 

trained to predict the residuals (errors) of the 
previous model. These additional models are used 
to reduce the overall error of prediction [25]. 
Figure 3 shows the working flow chart of the 
Gradient Boosting algorithm. 

Fig 3: Working Flow Chart of Gradient Boosting Algorithm 
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RESULTS AND DISCUSSION 
In the context of healthcare, particularly in the 
early detection of CVD, the precision of a 
diagnostic model is not merely a technical matter; 
it can define the trajectory of a patient’s life. A 
false negative (FN) could indicate a missed 
identification, while a false positive (FP) could lead 
to avoidable psychological and medical stress. 

With this life-saving responsibility in mind, this 
work evaluated the performance of three machine 
learning classifiers: Support Vector Machine, 
Rotation Forest, and Gradient Boosting, which 
were applied to a CVD dataset. The proposed 
models were implemented in PyCharm IDE, as 
shown in Figure 4.

 

  
Fig 4: Models Implementation in PyCharm IDE. 

Each model was trained using the training dataset and tested using the testing dataset. We computed three 
essential performance metrics: accuracy, precision, recall and F1 score, as discussed in Table 2 and 
implemented in fig 5.  
 

 
Fig 5: Performance Metrics: accuracy, precision, and F1 score 
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These metrics give a balanced insight into how each model generalizes, especially when dealing with datasets 
that have an imbalanced distribution.  

The Rotation Forest and Gradient Boosting 
classifiers demonstrated excellent performance 
across all metrics. The accuracy achieved is 100%. 
These outputs show the superiority of ensemble 
methods in classification problems, particularly 
when handling complex, high-dimensional data 
such as that in medical diagnoses. The Rotation 

Forest’s approach to applying PCA-based feature 
transformation for each of its base learners 
provides an added advantage in identifying 
multivariate patterns in data, resulting in superior 
generalization and predictive power. 
 

Fig 6: Visual representation of ML algorithms Performance 
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Figure 6 graphically presents a comparative assessment of classification in terms of accuracy, precision, F1-
score, recall, and ROC-AUC across three machine learning algorithms: SVM, RF, and GB models. Mistakes 
and Explanations: 

  
Fig 7: Models Confusion Matrix Evaluation 

 
In Figure 7, the classifiers were assessed using standard evaluation metrics, including accuracy, precision, 
recall (sensitivity), false positive rate (FPR), and false negative rate (FNR) [26]. These metrics were computed 
using the following formulas: 

 
The outcome strongly suggests that Rotation 
Forest and Gradient Boosting performed better 
than SVM in almost all their evaluated measures. 
They recorded their best in accuracy (100%), 
perfect precision (100%), and a robust F1-Score 
(100%), showcasing not just their success in 
detecting actual positive cases, but also their 
reliability in minimizing false positives. The SVM 

algorithm, despite its extensive use in various 
classification problems, recorded the poorest 
performance among the classifier algorithms. 
 
 FUTURE SCOPE  
Future research could leverage data mining 
techniques to enhance CVD prediction by 
discovering hidden patterns in large-scale medical 
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datasets. Feature selection and association rule 
mining could identify key risk factors, while 
clustering methods may reveal patient subgroups 
for personalized treatment. Temporal data mining 
could track disease progression, and anomaly 
detection might flag early warning signs. 
Integrating these data mining approaches with 
machine learning could improve both prediction 
accuracy and clinical interpretability for better 
decision-making in CVD care. 
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