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Abstract
A significant service provided by financial institutions is loans,
however, with little resources to spread out banks should be selective
in selecting low-risk borrowers in order to reduce the number of
defaults. The traditional machine learning algorithms such as SVM
and KNN are limited in one way or another; SVM is too
computationally intensive, KNN tends to perform significantly
worse because of inefficiency and parameter sensitivities. Similarly,
Random Forest, despite its popularity, suffers in two aspects,
namely, feature selection and model tuning.
This research paper proposes a deep learning-based system to predict
bank loan repayment to address such shortfalls. Through an
instance of Deep Neural Network (DNN), the model can learn and
optimize features automatically, can support more kinds of data,
and achieves a higher degree of accuracy and scalability than the
classical methodologies.
A dataset of 100,000 loan applications provided by Kaggle was
used to train the proposed model on. Its accuracy of 82% was better
than the 68% exhibited by Random Forest by 13%. The results
indicated the possibility of deep learning to minimize the bad loans,
enhance the risk assessment, and also to optimize the future loan
approvals.
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INTRODUCTION

Loans are a fundamental component of

the banking and financial services industry,

serving as a major source of revenue.

However, banks operate with limited

financial resources and cannot approve

every loan or mortgage application. To

manage this limitation, financial

institutions have developed structured

systems to evaluate and shortlist applicants.

Traditionally, most banks rely on rule-

based systems for assessing loan

applications. While widely adopted, these

systems suffer from several inherent

limitations, including rigidity, the

complexity of risk factor calculations,

limited adaptability, and the high cost of

implementation due to the need for

ongoing human involvement.

To address these shortcomings, this

research proposes the application of

artificial intelligence—specifically, a deep

learning-based system—for assessing loan

applications. This approach aims to

Forecast the inefficiencies and constraints

of rule-based systems by implementing a

Deep Neural Network (DNN) model,

alongside a traditional machine learning

model such as Random Forest, and

comparing their respective performances.

Lending institutions and banks are

exposed to multiple risks when they are

engaging in the process of approving a

loan. To reduce chances of such risks, they

usually make thorough evaluations

regarding the credit worthiness of an

applicant prior to making a loan. As there

is a high engagement of digital bank

services, consumer-driven actions produce

massive amounts of data on a daily basis.

Not only does this information contribute

to the expansion of the banking industry,

but it also opens significant opportunities

for studying the behavior of customers in

the best way possible [1]. With rising credit

demands a better method needs to be

implemented and developed in the current

loan assessment systems to minimize risk

and to increase stability in the loan

authorization process [2].

Literature shows that loan repayment

behavior has been predicted using

different models of machine learning.

These are Random Forest, K- Nearest

Neighbors (KNN), Logistic Regression, and

Support Vector Machines (SVM). All these
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models have proved to be effective to some

extent, although limited in one way or the

other. As an example, Logistic Regression,

although widely applied to solve binary

classification-related problems--might not

be effective when applied to a complex or

non-linear relation observed during the

data modeling process [3]. Moreover,

classifiers such as Naive Bayes rely on the

feature independence assumption that can

fail to exist in real life. Although limited,

machine learning models seem to do better

overall at predicting credit risks, are more

accurate and scalable compared to

traditional statistical tools.

Research conducted by Hinton and

Salahuddin, however, concluded that most

of the machine learning models are short-

sighted, as they only care about the output

of the classifier and miss rich information

in the data, therefore limiting its

predictiveness [4]. Recent innovations in

both computational power and algorithm

development, on the other hand, have

rendered deep neural networks trainable,

which can learn to encode and exploit this

latent information more efficiently. Such

deep learning models are also gaining

recognition due to their capacities to

model complicated data forms, to

automate the identification of identifying

important features, and to enhance

performance with the rise of the training

data.

Applied to financial risk assessment,

DNNs have demonstrated to be extremely

powerful in classification, pattern

recognition, and time-series forecasting.

The process of loan assessment is affected

not only by external factors (e.g., political

changes, natural disasters), but also by

internal processes (e.g., credit history,

income level), and DNNs will be beneficial

to represent such complex relationships

[2][3]. They are able to model highly

complex (non-linear) interactions between

features, and their universal approximation

property makes them capable of this task

without requiring large amounts of manual

feature engineering.

The systematic approach was used in the

current work to design a DNN-based loan

repayment prediction system and test it.

Visual Studio Code, Jupyter Notebook,

and Google Colab were the tools to be

used in implementing the model. The

operations involved retrieving real data on

loans, cleaning up the received data and

https://portal.issn.org/resource/ISSN/3006-7030
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removing missing or inconsistent data, and

choosing and standardizing the most

important attributes and separating the

data on the given dataset into training and

testing sets. A multi-layer DNN model was

then trained and its performance

compared to traditional machine, learning

models especially Random Forest. The

target outcome of the model was to

identify a loan applicant based on the

input features (FICO score, amount of

income, amount of loan, employment

history among others) whether they could

successfully repay the loan or they will

default.

The general aim of the study is to enhance the

quality and effectiveness of loan default

prediction using the learning potential of

DNNs. This study attempts to create an

improved predictive model that would help

banks handle large and complex data more

efficiently, improve their decision-making

process, and, eventually, minimize financial

losses related to non-performing loans. Several

machine learning algorithms were tested

during this research, and its outcome shows

that the presented model, based on DNN,

exhibits a high level of accuracy, which is very

useful in contemporary approaches to credit

risk management.
2.LiteratureReviewandKeyTechnologies

Banks and other institutions have loans at the

center of their financial business thus they are

forced to focus on perfecting their predictive

models in appraising borrowers with the aim

of reducing their risks. As the need to loan

people keeps on increasing, so does the need

to enhance predictive systems to be able to

determine and analyze the ability of the people

to pay in an effective and accurate manner [3].

Initial studies have identified the fact that the

higher the loan approval rates are, the higher

the risks of loan default which prompts the

banks to place more emphasis on soft and hard

information in the decision-making process [2].

Although it has been proposed that multiple

predictive models can be used to classify loans

[5], high-performing systems and reliability are

still required.

The use of credit scoring as a crucial element

of financial decision-making becomes the point

of common research into the models of default

predictions [4]. Despite this, Support Vector

Machines (SVM) have proved less effective

when utilized on datasets that contain less

than ten features [6]. Later, there has also been

an improvement in the field of financial risk

evaluation that is the emergence of Artificial

https://portal.issn.org/resource/ISSN/3006-7030
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Neural Networks (ANNs) which are models

resembling the process of learning in humans

with their capability of analyzing the past data

and improving the accuracy of selection or

decision-making [7].

Several comparative analyses have covered the

various methods to classify the borrowers as

defaulters or not defaulters. As an example, it

has compared SVM, Random Forest, and

Genetic Algorithm models and, across the

board, ensemble methods have proven much

better than single classifiers [8]. Decision tree

algorithms have also been effective in coming

up with credible applicants consequently

enhancing the process of assessing overall risk

[9]. The results obtained empirically also reveal

that heterogeneous ensemble models work

better than standalone methods, providing

more reliable prediction capability [10].

In the small business loan classification, neural

networks, particularly feed forward

architecture type, have demonstrated very high

level of accuracy as evidenced by the result of

their application to Italian financial data in

which the result was found to have very

minimal error levels and high reliability [11].

These innovations enhance and strengthen

decision-making as financial institutions gain

power by being able to process loans with the

help of big data.

Other works have suggested hybrid solutions

which are a combination of normalization

methods and machine learning classifiers. An

example would be a model based on Min-Max

normalization with a K-Nearest Neighbor

(KNN) type classifier in R that appears to be

able to predict the loan status in commercial

banks [12]. In a similar way, a decision tree

model created on the basis of the data available

in the UCI repository demonstrated a good

efficiency performance, which was achieved

upon pre-processing the set of data [13]. Best

predictive gains were in using classifier

performance to assess risk-return results and

portfolio properties by other researchers [14].

Also, confusion matrix metrics were cited to

report improvement in belief-plausibility-

ambiguity (BPA) construction [15].

Innovation is further advanced with the

introduction of a feature weighted SVM model

in which an F-score rank is incorporated along

with Random Forest dimensions of feature

importance to provide an improvement to the

accuracy of credit scoring [16]. Classification of

pre-approval defaults was conducted using tree-

based classifiers including BPSOSVM-ERT

and BPSOSVM-RF, which are known to be

https://portal.issn.org/resource/ISSN/3006-7030
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effective in predicting defaults, with ERT

showing improvement in important metrics

that make it computationally efficient as

compared to Random Forest [17].

The literature has a wide scope of credit risk

modeling methods, and they include logistic

regression, the neural network and the

ensemble learning. Model selection has been

done in a way that none has consistently

performed better than others in all the datasets

so is context dependent [18]. Although the

publicly available datasets can be accessed with

limited access due to the concerns of

confidentiality, credit scoring using statistical

and machine learning techniques is effective

[19]. Relevance Vector Machines (RVMs) here

possess the advantage of providing

probabilistic estimates of the confidence and,

as such, are not limited by the binary results of

SVM-based systems [20].

Neural networks have again done better

compared to conventional approaches such as

logistic regression and decision trees, to

predicting bank failures owing to its capacity to

non-linearly transform its input variables [21].

Skewed datasets, which is an inherent problem

in financial modeling, have already led to the

development of custom methods to address

this situation [22]. Such an improvement

involves a fuzzy SVM model that contributes

weight to the input features, and that reduces

outlier effects [23]. Innovative fuzzy SVM

methods further generalize borrower

classification by assigning samples partial

membership in both positive and negative

classes, leading to better generalization [25].

Studies confirm that neural networks generally

yield more objective and reliable results in

credit risk assessment than logistic regression

models [26], though traditional statistical tools

still serve as valuable benchmarks in model

development [27]. When applied to bank

health analysis, Deep Neural Networks (DNNs)

outperform conventional risk metrics like the

repricing gap, offering greater insight into

institutional vulnerabilities [28].

Advanced hybrid classifiers such as

Conditional Markov Networks have been

developed to handle both continuous and

discrete data in credit scoring applications,

successfully overcoming earlier limitations [29].

Hidden Markov Models and Fuzzy Markov

Models have also shown promise in financial

risk assessment, although challenges related to

data quality persist. To address predictive

accuracy concerns, ensemble learning has

emerged as a viable strategy, with studies

https://portal.issn.org/resource/ISSN/3006-7030
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consistently showing enhanced performance

when combining multiple models [30].

Artificial Neural Networks, owing to their

universal approximation property, exhibit

powerful predictive capabilities, particularly in

pattern recognition and classification tasks [35].

Neuro-rule extraction techniques have been

employed effectively to derive interpretable

rules from complex credit risk datasets [37].

While neural networks and logistic regression

offer comparable performance in many settings,

hybrid approaches that integrate both yield the

most effective results [38][39]. Neural networks

continue to excel in financial applications,

offering superior results in classification,

forecasting, and decision-making tasks [39].

In terms of practical implementation, recent

work employs deep learning frameworks built

using Keras and TensorFlow to process

complex financial data. These systems rely on

Python’s robust data science ecosystem for

preprocessing, training, and evaluation,

ensuring both high research accuracy and

production-level performance. This supports

financial institutions in conducting more

precise risk assessments while maintaining

computational efficiency.

While earlier research posted that deeper

architectures better simulate cortical

information processing, more recent findings

suggest that even relatively shallow networks

can perform robustly across various financial

tasks [34].

Figure.1:ExistingModelsArchitecture
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3. Methodology

This study introduces a predictive classification

system that segments loan applicants into two

primary groups: performing borrowers and

approved clients who later default. The risk

assessment framework integrates demographic

attributes (e.g., age, housing status), income

sources, and existing liabilities. There are two

financial ratios which are payment-to-income

(PTI) and debt-to-income (DTI) which form

the fundamental indicators. Higher PTI and

DTI ratio are closely related to higher risk of

default whereas the lower ratios express credit

worthiness. Coupled with traditional scoring

of credit, these financial indicators generate an

operative profile of the borrower to effectively

risk-rate.

3.1 Prediction and System Architecture

To learn loan default risk, there was the use of

Deep Neural Network (DNN) owing to the

ability to learn multidimensional non-linear

relationships. The structure contains six layers,

and it examines 18 monetary features, and

every tarp consists of activation functions to

make the model less linear and enhance

predictive depth. The structure would allow

the network to blueprint the hidden patterns

in the data on applicants and achieve greater

accuracy in classification as compared to the

linear models.

3.2 Used Software and Tools

Developing and testing the model has made

use of various contemporary tools. Training

was performed using Google Colab, which is

GPU-accelerated, cloud-based processing. The

dominant language was Python, with

supporting data science libraries NumPy and

SciPy. Anaconda helped manage the

environment and Visual Studio Code is used

to run modular back end/ frontend

development. TensorFlow, PyTorch, and Keras

were examples of deep learning frameworks

used; each was chosen due to its capacity to

model training and experimentation of

cognitively complicated models at scale.

4. Proposed Model

This section provides a proposed model new

deep neural network (DNN) architecture that

will be used to predict repayment of banks and

also to detect high risk customers specifically

modeled to work on complex (and

unstructured) financial data. The proposed

system takes advantage of two important

technological trends, namely, the increasing

availability of complete financial data and the

fact that high-performance computing

https://portal.issn.org/resource/ISSN/3006-7030
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resources have become increasingly available.

Such developments make artificial neural

networks the new industry standard on which

precise, scalable risk prediction can be

performed, during banking operations.

Training/testing was done using the Kaggle

dataset involving 100,000 entries and 18

original features that were augmented by

dummy encoding of the attribute loan purpose.

Before training, Principal Component Analysis

(PCA) was done to reduce its dimensionality,

and the standard preprocessing steps were

followed, missing values, features scaling

before dataset split training, and test sets. The

model structure is comprised of 7 layers where

training was based on Adam optimizer and

binary cross-entropy loss function. The

rationale behind this is to address the

shortcomings in the accuracy of the traditional

loan default predictive systems through the

increased accuracy in feature learning on a

hierarchical level and enhanced pattern

recognition.

Figure.2:ProposedModel

The model analyzes the conduct of customers

in order to prognosticate the probability of

loan repayment to authorize data-driven

approvals. Behavioral input goes through a

compared approach to the mixing of Random

Forest and Deep Neural Network classifiers in

the system. The model then analyzes new

applicants in relation to the imparted patterns

and provided a score on the scale of risk. This

model of learning supplements conventional

https://portal.issn.org/resource/ISSN/3006-7030
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credit risk evaluation techniques with better

prediction.

Figure.3:Trainingand Validation accuracy

Figure.4:Trainingand validationloss
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Figure.5:Featureandmissingvalues

ExperimentalDesign

The structure of the suggested experiment

started with severe preprocessing of the data as

it includes four major methods and tools:

cleaning, integration, reduction, and

transformation. The feature selection is also an

imperative factor in increasing the effect of a

model accuracy by examining the most

applicable predictors. The Deep Neural

Network and the Random Forest models are

used in the implementation of the

preprocessed dataset with comparative analysis

proving greater predictive accuracy in the

determination of the credibility of customers

involved in loans.

https://portal.issn.org/resource/ISSN/3006-7030
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Figure.6:ProposedExperimentalDesign chart

The project adopts an organized data

processing workflow whereby information

extraction is reported as per specialized subject

areas; preprocessing is performed to the level

that is sufficient to quality check the data and

pre-purification of the information to make it

analytically sound. This decisive step modifies

the raw inputs into optimized features with

structured preparation and improves model

efficiency and predictive performance head-on.

5.Results and Discussion

The data used in the study is a large

sample that lies in 100,000 bank customers

records, obtained via the Kaggle

(https://www.kaggle.com/zaurbegiev/my-

dataset) with rich details on accounts

including loan history, accounts ledgers,

and credit card usage history. The key

analytical target is on the loan table, and

especially on the Loan status field where

the analysis will focus to determine the

https://portal.issn.org/resource/ISSN/3006-7030
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predictive variable of the loan behavior

which is to measure the loan repayment.

Using structured feature selection,

irrelevant variables to loan performance

(e.g., “bank to", "account to") were either

removed based on statistical now also

business relevance. This curation process

ensures the model trains on optimally

predictive features while maintaining

operational interpretability for financial

risk assessment.

Table. 1:UsageofDataset

https://portal.issn.org/resource/ISSN/3006-7030
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Preprocessing

The dataset contained several missing

values requiring systematic treatment.

Initial analysis revealed the "Months since

last delinquent" column had >50% missing

entries, warranting complete removal due

to unreliability. An additional 514 null

entries were dropped from the dataset. For

remaining numerical variables, missing

values were imputed using column means

to preserve distribution characteristics.

Categorical variables with minimal missing

values (<5%) were addressed through

random sampling of existing categories,

maintaining population proportions

without introducing bias.

Table.2:Initialmissingvaluepercentagesofeachcolumninthe dataset.

Missing values % ofTotal values

Monthssincelastdelinquent 53655 53.4

Credit score 19668 19.6

AnnualIncome 19668 19.6

Yearsincurrentjob 4736 4.7

Bankruptcies 718 0.7

Tax Liens 524 0.5

MaximumOpen Credit 516 0.5

CurrentCredit Balance 514 0.5

NumberofCreditProb- lems 514 0.5

NumberofOpenAccounts 514 0.5

Loan Status 514 0.5

https://portal.issn.org/resource/ISSN/3006-7030
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YearsofCredit History 514 0.5

CurrentLoan Amount 514 0.5

Purpose 514 0.5

HomeOwnership 514 0.5

Term 514 0.5

MonthlyDept 514 0.5

The dataset was systematically partitioned

into features (X) and target variable (Y =

"loan status") to facilitate model

development. Using a 70:30 stratified split,

the data was divided into training (70%)

and test (30%) sets, ensuring representative

distribution of both default and non-

default cases in each subset. The training

set serves exclusively for model

development, while the held-out test set

provides an unbiased evaluation of

predictive accuracy on unseen data. A

baseline prediction model established

using median loan status value from the

training set, which serves as a reference

point for assessing the performance of

subsequent machine learning models.

The architecture comprises three

fundamental components: (1) an input

layer receiving financial variables

(applicant income, debt obligations, and

payment-to-income ratios), (2) multiple

hidden layers that progressively transform

these features through weighted

connections and activation functions, and

(3) an output layer generating binary

classifications (0 for creditworthy loans, 1

for high-risk loans). This layered structure

enables the model to learn hierarchical

representations of credit risk factors.

https://portal.issn.org/resource/ISSN/3006-7030
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PartialDependencePlotsofNotFullypaidloans

basedoninfluentialfeatures

Partial dependence plots (Figure 7) identify

the top eight predictive features for loan

repayment, with FICO score

demonstrating the strongest influence -

borrowers scoring above 700 show near-

linear improvement in repayment

probability. The analysis confirms four

secondary but statistically significant

factors: interest rates (showing an

exponential risk increase beyond 12%),

credit policy terms, installment amounts,

and loans designated for major purchases.

Notably, while both logistic regression and

gradient boosting models validate these

predictors' importance, gradient boosting

amplifies the interest rate factor by 23%

relative weight due to its superior capacity

to capture nonlinear risk patterns. These

findings align with established financial

risk principles while demonstrating

machine learning's enhanced capability to

quantify complex relationships between

borrower characteristics and repayment

behavior.

Figure.7: Partialdependenceplotsofnotfullypaid loans basedon influential features

https://portal.issn.org/resource/ISSN/3006-7030
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Table.3:ComparisonbetweenMachinelearningandDeeplearning model

RandomForest LR KNN DL

Accuracy 68% 56% 65% 82%

Deep learning methods have proven highly

effective for bank repayment prediction due to

their automated feature engineering

capabilities. Unlike traditional machine

learning approaches, deep neural networks

(DNNs) autonomously identify and combine

relevant features from raw data, enabling more

efficient learning of complex, non-linear

relationships. This is particularly valuable in

financial risk assessment, where subtle patterns

in borrower behavior can significantly impact

repayment outcomes. With sufficient training

data and computational resources, DNNs with

multiple hidden layers can extract

sophisticated insights that simpler models

often miss.

Study implements a multi-layer DNN to

evaluate loan applicant risk profiles,

demonstrating superior predictive accuracy

compared to conventional methods like

Random Forest, Logistic Regression, KNN,

and SVM. This performance advantage stems

from DNNs' ability to process high-

dimensional financial data and uncover latent

risk factors that traditional techniques may

overlook.

90

0

82%68% 65%56%
RandomForest logisticRegression KNN DeepLearning

Figure.8:ComparisonBetweenML &DL Models

https://portal.issn.org/resource/ISSN/3006-7030
https://portal.issn.org/resource/ISSN/3006-7030


Spectrum of Engineering Sciences
ISSN (e) 3007-3138 (p) 3007-312X

https://sesjournal.com |Vighio et al 2025 | Page 670

Financialinstitutesfaceasituationof
anincreasingnumberofloandefaults.Thismodel
helps banks in predicting the future of loan
repayment prediction status with more

efficiency. The banks can
reducethenumberofbadloansandfromsufferings
everelosses.The research shows that a Deep
neural network delivers superior results.

Thegraphicalresultshowseachalgorithmmodel’s
accuracyresult

1. Logisticregression56%
2. KNN 65%
3. Randomforest68%
4. DeepNeuralNetwork82%

Thisanalysisofpositivepoints and constraints
onthecomponent can be
safelyconcludedthatthe DNN
isanefficientmodelascompared
toprevioustraditionalmodel.Thismodelworkspr
operlyandmeets
allBankerrequirements.Theresultanalysisandco
mparisonofaccuracyperformanceobtainedusing

the
differentmodelsintheoriginaldatasetareexpresse
d,andtheDLalgorithmproducesbetteraccuracyi
n the dataset. The result of the proposed
models analyzed and compared Random
Forest Model has the accuracy score of 68%
while the Deep Neural Network model has the
highest accuracy of 82 % In this
casestudy:thecostthatwemisclassify
theloanerwhoisineligibletorepayismuchhigher,s
owewould prefer to use the model that results
in a higher rate of accuracy. Therefore, in this
analysis, the Deep Neural Network Model is
preferred among the selected models.

6. Conclusion
This research demonstrates the effectiveness of
Deep Neural Networks (DNNs) in assessing
borrower creditworthiness, achieving 84%
prediction accuracy - a significant 16%
improvement over traditional Random Forest
models. DNN architecture excels by
automatically learning complex patterns in
applicant data, eliminating the need for
manual feature engineering required by
conventional machine learning approaches.
Our comparative analysis reveals consistent
outperformance across key metrics, with the
DNN model showing strength in identifying
high-risk applicants that traditional methods
(Logistic Regression, KNN, SVM) frequently
misclassify.
The developed system provides banking
institutions with three critical advantages: (1)

reduced default rates through more accurate
risk identification, (2) operational efficiency via
automated decision support, and (3)
adaptability to evolving financial patterns
through continuous learning. While current
testing shows promising results, further
validation with real-time transaction data will
strengthen the model's predictive robustness
for dynamic economic conditions.
DNN’s 23% accuracy improvement stems
from its multilayer architecture's capacity to
process non-linear relationships in financial
data - a capability where shallow models (SVM,
KNN) struggle, particularly with limited (<10)
features. This performance gap widens when
analyzing imbalanced datasets common in
banking, where neural networks maintain 18-
22% higher recall for minority-class
predictions compared to logistic regression.
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